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PREFACE

The unprecedented growth in the range of multimedia services offered
these days by modern telecommunication systems has been made possible
only because of the advancements in signal processing technologies and
algorithms. In the area of telecommunications, application of signal
processing allows for new generations of systems to achieve performance
close to theoretical limits, while in the area of multimedia, signal processing
the underlying technology making possible realization of such applications
that not so long ago were considered just a science fiction or were not even
dreamed about. We all learnt to adopt those achievements very quickly, but
often the research enabling their introduction takes many years and a lot of
efforts. This book presents a group of invited contributions, some of which
have been based on the papers presented at the International Symposium
on DSP for Communication Systems held in Coolangatta on the Gold Coast,
Australia, in December 2003.

Part 1 of the book deals with applications of signal processing to
transform what we hear or see to the form that is most suitable for
transmission or storage for a future retrieval. The first three chapters in this
part are devoted to processing of speech and other audio signals. The next
two chapters consider image coding and compression, while the last chapter
of this part describes classification of video sequences in the MPEG domain.

Part 2 describes the use of signal processing for enhancing performance
of communication systems to enable the most reliable and efficient use of
those systems to support transmission of large volumes of data generated by
multimedia applications. The topics considered in this part range from error-
control coding through the advanced problems of the code division multiple



x

access (CDMA) to multiple-input multiple-output (MIMO) systems and
space-time coding.

The last part of the book contains seven chapters that present some
emerging system implementations utilizing signal processing to improve
system performance and allow for a cost reduction. The issues considered
range from antenna design and channel equalisation through multi-rate
digital signal processing to practical DSP implementation of a wideband
direct sequence spread spectrum modem.

The editors wish to thank the authors for their dedication and lot of efforts in
preparing their contributions, revising and submitting their chapters as well
as everyone else who participated in preparation of this book.

Tadeusz A. Wysocki
Bahram Honary
Beata J. Wysocki
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Chapter 1

A CEPSTRUM DOMAIN HMM-BASED SPEECH
ENHANCEMENT METHOD APPLIED TO NON-
STATIONARY NOISE

Mikael Nilsson, Mattias Dahl and Ingvar Claesson
Blekinge Institute of Technology, School of Engineering, Department of Signal Processing,
372 25 Ronneby, Sweden

Abstract: This paper presents a Hidden Markov Model (HMM)-based speech
enhancement method, aiming at reducing non-stationary noise from speech
signals. The system is based on the assumption that the speech and the noise
are additive and uncorrelated. Cepstral features are used to extract statistical
information from both the speech and the noise. A-priori statistical
information is collected from long training sequences into ergodic hidden
Markov models. Given the ergodic models for the speech and the noise, a
compensated speech-noise model is created by means of parallel model
combination, using a log-normal approximation. During the compensation, the
mean of every mixture in the speech and noise model is stored. The stored
means are then used in the enhancement process to create the most likely
speech and noise power spectral distributions using the forward algorithm
combined with mixture probability. The distributions are used to generate a
Wiener filter for every observation. The paper includes a performance
evaluation of the speech enhancer for stationary as well as non-stationary
noise environment.

Key words: HMM, PMC, speech enhancement, log-normal

1. INTRODUCTION

Speech separation from noise, given a-priori information, can be viewed
as a subspace estimation problem. Some conventional speech enhancement
methods are spectral subtraction [1], Wiener filtering [2], blind signal
separation [3] and hidden Markov modelling [4].

Hidden Markov Model (HMM) based speech enhancement techniques
are related to the problem of performing speech recognition in noisy
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environments [5,6]. HMM based methods uses a-priori information about
both the speech and the noise [4]. Some papers propose HMM speech
enhancement techniques applied to stationary noise sources [4,7]. The
common factor for these problems is to the use of Parallel Model
Combination (PMC) to create a HMM from other HMMs. There are several
possibilities to accomplish PMC including Jacobian adaptation, fast PMC,
PCA-PMC, log-add approx-imation, log-normal approximation, numerical
integration and weighted PMC [5,6]. The features for HMM training can be
chosen in different manners. However, the cepstral features have dominated
the field of speech recognition and speech enhancement [8]. This is due to
the fact that the covariance matrix, which is a significant parameter in a
HMM, is close to diagonal for cepstral features of speech signals.

In general, the whole input-space, with the dimension determined by the
length of the feature vectors, contains the speech and noise subspaces. The
speech subspace should contain all possible sound vectors from all possible
speakers. This is of course not practical and the approximated subspace is
found by means of training samples from various speakers and by averaging
over similar speech vectors. In the same manner the noise subspace is
approximated from training samples. In non-stationary noise environments
the noise subspace complexity increases compared to a stationary subspace,
hence a larger noise HMM is needed. After reduction it is desired to obtain
only the speech subspace.

The method proposed in this paper is based on the log-normal
approximation by adjusting the mean vector and the covariance matrix.
Cepstral features are treated as observations and diagonal covariance
matrices are used for hidden Markov modeling of the speech and noise
source. The removal of the noise is performed by employing a time
dependent linear Wiener filter, continuously adapted such that the most
likely speech and noise vector is found from the a-priori information. Two
separate hidden Markov models are used to parameterize the speech and
noise sources. The algorithm is optimized for finding the speech component
in the noisy signal. The ability to reduce non-stationary noise sources is
investigated.

2. FEATURE EXTRACTION FROM SIGNALS

The signal of concern is a discrete time noisy speech signal x(n), found
from the corresponding correctly band limited and sampled continuous
signal. It is assumed that the noisy speech signal consists of speech and
additive noise
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where s(n) is the speech signal and w(n) the noise signal.
The signals will be divided into overlapping blocks of length L and

windowed. The blocks will be denoted

where t is the block index and “time” denotes the domain. Note that the
additive property still holds after these operations.

The blocks are represented in the linear power spectral domain as

where is the discrete Fourier transform matrix and D = L / 2 + 1
due to the symmetry of the Fourier transform of a real valued signal. Further,

denotes absolute value and “lin” denotes the linear power spectral domain.
In the same manner and are defined. Hence the noisy speech in
linear power spectral domain will be found as

where is a vector of angles between the individual elements in and
The cosine for these angles can be found as

The speech and the noise signal are assumed to be uncorrelated. Hence,
the cross term in Eq. (1.4) is ignored, and the approximation

is used.
Further, the power spectral domain will be transformed into the log

spectral domain
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where the natural logarithm is assumed throughout this paper and “log”
denotes the log spectral domain. The same operations are also applied for the
speech and the noise. Finally the log spectral domain is changed to the
cepstral domain

where “cep” denotes the cepstral domain and is the discrete
cosine transform matrix defined as

where i is the row index and j the column index.

3. ERGODIC HMMS FOR SPEECH AND NOISE

Essential for model based speech enhancement approaches is to get
reliable models for the speech and/or the noise. In the proposed system the
models are found by means of training samples, which are processed to
feature vectors in the cepstral domain, as described in previous section.
These feature vectors, also called observation vectors in HMM
nomenclature, are used for training of the models. This paper uses k-means
clustering algorithm [9], with Euclidian distance measure between the
feature vectors, to create the initial parameters for the iterative expectation
maximation (EM) algorithm [10]. Since ergodic models are wanted, the
clustering algorithm divides the observation vectors into states. The
observation vectors are further divided into mixtures using the clustering
algorithm on the vectors belonging to each individual state. Using these
initial segmentation of vectors, the EM algorithm is applied and the
parameters for the HMM are found. The model parameter set for an HMM
with N states and M mixtures is
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where contains the initial state probabilities, the state

transitions probabilities and the

parameters for the weighted continuous multidimensional Gaussian
functions for state j and mixture k. For an observation, the continuous

multidimensional Gaussian function for state j and mixture k, is

found as

where D is the dimension of the observation vector, is the mean vector

and is the covariance matrix. The covariance matrix is in this paper

chosen to be diagonal. This implies that the number of parameters in the
model is reduced and the computable cost of the matrix inversion is reduced.
The weighted multidimensional Gaussian function for an observation

is defined as

where is the mixture weight.

4. ERGODIC HMM FOR NOISY SPEECH USING
PARALLEL MODEL COMBINATION

Given the trained models for speech and noise, a combined noisy-speech-
model can be found by PMC where and are the model

parameters for the speech and the noise HMM respectively and denotes
the operations needed to create the composite model.
This paper uses a non-iterative model combination and log-normal
approximation to create the composite model parameters for the noisy
speech. The compensation for the initial state is found as
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In the same manner the transition probabilities, are given by

where the state [iu] represents the noisy speech state found by clean speech

state i and the noisy state u, and similar for [iu].
The compensated mixture weights are found as

where [kl] is the noisy speech mixture given the clean speech mixture k and
the noise mixture l.

Since the models are trained in the cepstral domain, the mean vector and
the covariance matrix are also in cepstral domain. Hence the mean vector
and the covariance matrix in Eq. (1.11) are in the cepstral domain. Since the
uncorrelated noise is additive only in the linear spectral domain,
transformations of the multivariate Gaussian distribution are needed. These
transformations are applied both for the clean speech model and the noise
model. The first step is to transform the mean vectors and the covariance
matrices from cepstral domain into the log spectral domain (the indices for
state j and mixture k are dropped for simplicity)

Equation (1.16) is the standard procedure for linear transformation of a
multivariate Gaussian variable. Equation (1.17) defines the relationship
between the log spectral domain and the linear spectral domain for a
multivariate Gaussian variable6

where m and n are indices in the mean vector and the Gaussian covariance
matrix for state j and mixture k. Now the parameters for the clean speech and
the noise are found in the linear spectral domain. The mean vectors for the
speech and the noise in linear spectral domain are stored to be used in the
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enhancement process. In Eq. (1.17) it can be seen that the linear spectral
domain is log-normal distributed. Given the assumption that the sum of two
log-normal distributed variables are log-normal distributed, the distorted
speech parameters can be found as

where g is a gain term introduced for signal to noise discrepancies between
training and enhancement environment. The noise parameters are
subsequently inverse transformed to the cepstral domain. This is done by
first inverting Eq. (1.17)

and then transform the log spectral domain expression into the cepstral
domain

yielding all parameters are found for the compensated model.

5. CLEAN SPEECH SIGNAL ESTIMATION

The enhancement process, see Fig. 1-1, uses information gained from
training of speech and noise models to estimate the clean speech signal. The
information needed are the stored mean vectors in linear spectral domain,

and for the speech and the noise respectively, the compensated
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model, and the gain difference, g, between training and enhancement

environment.
The stored mean vectors are first restored from length D to the full

block length, L, according to

where m = 1,2,..., L is the index in the full length vector, which can be
interpreted as an unfolding operation of the result from Eq. (1.3). The

vectors, and are the prototypes for power spectral densities of clean

speech and noise respectively.

Given the compensated model the scaled forward variable,

can be found by employing the scaled forward algorithm [10]. The scaled
forward variable yields the probability vector for being in state j for an
observation at time t. Given the scaled variable and the mixture weights, it is
possible to find the probability of being in state j and mixture k at
observation time t

where in this case, are the mixture weights for the compensated model.

Given the probability and the spectral prototypes, the most probable,
according to the models, clean speech vector and noise vector at observation
time t can be found by calculating the average for all states and mixtures
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where a determines whether magnitude (a = 1) or power spectrum (a = 2)
is used. Given the most likely clean speech and noise vector, a linear Wiener
filter

is created.
In order to control the noise reduction a noise reduction limit, can

be selected in the interval [0,1]. The floor is applied for the filter vector at

every observation time and is defined as

where m = 1,2,... ,L is the index in the full length filter at observation time

t.

A filter is applied to the L-point fast Fourier transform, of

followed by the filtering and the inverse fast Fourier transform, of

the filtered signal.
Given the filtered blocks, the discrete time enhanced speech signal,

y(n), is reconstructed using conventional overlap-add [11].

6. EXPERIMENTAL RESULTS

In this section the proposed speech enhancer is evaluated on both
stationary and non-stationary noise. During the training phase the speech and
the noise signals are divided and windowed (Hamming) into 50%
overlapping blocks of 64 samples. The ergodic speech model used is trained
on all sentences from district one in the TIMIT database [12] (380 sentences
from both female and male speakers sampled at the rate 16 kHz). The speech
model consists of N = 5 states and M = 5 mixtures.

The stationary noise is recorded in a car, and is modeled by N = 1 state
and M = 1 mixture.
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The non-stationary noise source is a machine gun noise from NOISEX-
92 database [13]. This noise is modeled with N = 3 states and M = 2
mixtures.

Given the trained speech and noisy model the enhancement is performed
using a = 1, i.e. a filter created in the magnitude domain with the noise
reduction limit set to Here the floor is given in decibel

scale (dB-scale). The speech signals during enhancement were selected from
the testing set of the TIMIT database. Note that the evaluation sentences are
not included in the training phase.

The speech enhancement evaluation of stationary noise contaminated
speech can be found in Fig. 1-2.

Figure 1-2. Clean speech - s(n), car noise - w(n), noisy speech - x(n) and enhanced speech -
y(n) using proposed HMM method.

In this particular case the signal to noise ratio is improved from -5 dB to
10.8 dB. The signal to noise ratio is calculated for the whole sequence.

The result of reducing such a powerful intermittent noise source, such as
machine gun noise, can be found in Fig. 1-3. In the non-stationary noise
source case, the signal to noise ratio is calculated for the whole sequence.
The calculated SNR before and after was -5 dB and 9.3 dB, respectively.



12 Chapter 1

Figure 1-3. Clean speech - s(n), machine gun noise - w(n), noisy speech - x(n) and enhanced
speech - y(n) using proposed HMM method.

7. CONCLUSIONS

This paper presents a cepstral-domain HMM-based speech enhancement
method. The method is based on a-priori information gathered from both the
speech and the noise source. Given the a-priori information, which is
collected in ergodic HMMs, a state dependent Wiener filter is created at
every observation. Parameters for the Wiener filter can be chosen to control
the filtering process. The proposed speech enhancement method is able to
reduce non-stationary noise sources. In enhancement problems, where
speech is degraded by an impulsive noise source, such as a machine gun
noise, the proposed method is found to substantially reduce the influence of
the noise.
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Chapter 2

TIME DOMAIN BLIND SEPARATION OF
NONSTATIONARY CONVOLUTIVELY
MIXED SIGNALS

Iain T. Russell,1 Jiangtao Xi,2 and Alfred Mertins3

1 Telecommunications and Information Technology Research Institute, University of
Wollongong, Wollongong, N.S.W 2522, Australia.

2 School of Electrical, Computer and Telecommunications Engineering, University of
Wollongong, Wollongong, N.S.W 2522, Australia.

3 Signal Processing Group, Institute of Physics, University of Oldenburg, 26111 Olden-
burg, Germany.

Abstract We propose a new algorithm for solving the Blind Signal Separation (BSS) prob-
lem for convolutive mixing completely in the time domain. The closed form
expressions used for first and second order optimization techniques derived in
[1] for the instantaneous BSS case are extended to accommodate the more prac-
tical convolutive mixing scenario. Traditionally convolutive BSS problems are
solved in the frequency domain [2–4] but this requires additional solving of the
inherent frequency permutation problem. Where this is good for higher order
systems, systems with a low to medium number of variables benefit from not
being subject to a transform such as the DFT. We demonstrate the performance
of the algorithm using two optimization methods with a convolutive synthetic
mixing system and real speech data.

Blind source separation, joint diagonalization, multivariate optimization, MIMO
systems, Newton method, nonstationarity, steepest gradient descent

Key words:

1. INTRODUCTION
Blind Signal Separation (BSS) [5, 6] has been a topic which attracted many

researchers in recent years. With the advent of more powerful processors and
the ability to realize more complex algorithms BSS has found useful applica-
tions in the areas of audio processing such as speech recognition, audio in-
terfaces, and hands free telephony in reverberant environments. In view of
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the exponential growth of mobile users in the wireless-communications world
together with the limited capacity of resources available for data transmis-
sion, modern communication systems increasingly require training-less adap-
tation, to save on bandwidth capacity or to accommodate unpredictable chan-
nel changes. Future systems must utilize spatial diversity multiple access tech-
niques that obtain their channel information exclusively from the received sig-
nal. These systems fit the instantaneous and convolutive BSS models. Blind
algorithms are useful here as they can be self-recovering and do not require a
priori knowledge of any training sequence [7]. For example communication
systems such as GSM can devote up to 22% of their transmission time to pilot
tones which could be otherwise used for data transmission [8]. BSS has also
found a fruitful application in multimedia modelling, and recent work on mod-
elling combined text/image data for the purpose of cross-media retrieval has
been made using ICA [9].

There is an abundance of various methods used to solve BSS problems and
these are often application dependent, however; this paper investigates an al-
gorithm which demonstrates the convolutive mixing model which is relevant
to the applications mentioned above and provides a method that avoids the
frequency domain permutation problem. The most prevalent of the aforemen-
tioned applications suitable for this particular BSS criterion is in the area of
speech processing as it exploits the nonstationarity assumption of the algo-
rithm.

We extend approaches in [1] to the convolutive mixing cases. Section 2
gives a brief description of modelling BSS in a convolutive mixing environ-
ment. In Section 3 the approaches in [1] are briefly reviewed. The extended
approach to convolutive mixing cases is given in Section 4. Section 5 presents
the simulation results giving the performance of two optimization methods:
Gradient, and Newton optimization with speech data. Finally, a conclusion is
provided in Section 6.

The following notations are used in this chapter. We use bold upper and low-
ercase letters to show matrices and vectors, respectively in the time, frequency
and domains, e.g., for matrices and for vectors. Ma-
trix and vector transpose, complex conjugation, and Hermitian transpose are
denoted by (·)*, and respectively. E{·} means the expec-
tation operation. is the Frobenius norm of a matrix. is the Kronecker
product and Trace(A) is the trace of matrix A. With a = diag(A) we ob-
tain a vector whose elements are the diagonal elements of A and diag(a) is a
square diagonal matrix which contains the elements of a. ddiag(A) is a diag-
onal matrix where its diagonal elements are the same as the diagonal elements
of A and
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is an N × N matrix of ones, is an N × N matrix of zeros, and
is the N × N identity matrix. vec(A) forms a column vector by stacking

the columns of A. The operator reshapes a vector a of length

N M Q to an N × MQ matrix.  The matrices and in Table
2-1 are mainly defined in accordance with [1].  and are given by

The matrix is the permutation matrix defined by

for N × L matrices A. Note that for the matrix is, in general,
not self-inverse like the one that occurs in [1].

2. BSS MODEL
The main issue of BSS is that neither the signal sources nor the mixing

system are known a priori. The only assumption made is that the unknown
signal sources are statistically independent. Assume there are N statistically
independent sources, These sources are mixed in a
medium providing M sensor or observed signals,
given by

where is a M × N mixing matrix with its element being the impulse
response from source signal to measurement. * defines the convolution
of corresponding elements of and following the same rules for matrix
multiplication.

Assuming that the mixing channels can be modelled as FIR filters with
length P, Equation (2.5) can be rewritten as

The M observed signals are coupled to the N reconstructed signals
via the demixing system. The demixing system has a similar structure to

the mixing system. It contains N × M FIR filters of length Q,where
The de-mixing system can also be expressed as an N × M matrix with
its element being the impulse response from measurement to
output. The reconstructed signal can be obtained as
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where A straight forward approach for BSS is to
identify the unknown system first and then to apply the inverse of the identified
system to the measurement signals in order to restore the signal sources. This
approach can lead to problems of instability. Therefore it is desired that the
demixing system be estimated based on the observations of mixed signals.

The simplest case is the instantaneous mixing in which matrix
is a constant matrix with all elements being scalar values. In practical appli-
cations such as hands free telephony or mobile communications where multi-
path propagation is evident, mixing is convolutive, in which situation BSS is
much more difficult due to the added complexity of the mixing system. The
frequency domain approaches are considered to be effective to separate signal
sources in convolutive cases, but another difficult issue, the inherent permu-
tation and scaling ambiguity in each individual frequency bin, arises which
makes the perfect reconstruction of signal sources almost impossible [10].
Therefore it is worthwhile to develop an effective approach in the time do-
main for convolutive mixing systems that don’t have an exceptionally large
amount of variables. Joho and Rahbar [1] proposed a BSS approach based on
joint diagonalization of the output signal correlation matrix using gradient and
Newton optimization methods. However the approaches in [1] are limited to
the instantaneous mixing cases whilst in the time domain.

3. OPTIMIZATION OF INSTANTANEOUS
BSS

This section gives a brief review of the algorithms proposed in [1]. Assum-
ing that the sources are statistically independent and non-stationary, observing
the signals over K different time slots, we define the following noise free in-
stantaneous BSS problem. In the instantaneous mixing cases both the mixing
and demixing matrices are constant, that is, and In
this case the reconstructed signal vector can be expressed as

The instantaneous correlation matrix of at time frame can be obtained
as

For a given set of K observed correlation matrices, the aim is to
find a matrix W that minimizes the following cost function
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where are positive weighting normalization factors such that the cost
function is independent of the absolute norms and are given as

Perfect joint diagonalization is possible under the condition that
where are diagonal matrices due to the assumption of

the mutually independent unknown sources. This means that full diagonal-
ization is possible, and when this is achieved, the cost function is zero at its
global minimum. This constrained non-linear multivariate optimization prob-
lem can be solved using various techniques including gradient-based steepest
descent and Newton optimization routines. However, the performance of these
two techniques depends on the initial guess of the global minimum, which in
turn relies heavily on an initialization of the unknown system that is near the
global trough. If this is not the case then the solution may be sub-optimal as
the algorithm gets trapped in one of the local multi-minima points.

To prevent a trivial solution where W = 0 would minimize Equation (2.11),
some constraints need to be placed on the unknown system W. One possible
constraint is that W is unitary. This can be implemented as a penalty term such
as given below

or as a hard constraint that is incorporated into the adaptation step in the op-
timization routine. For problems where the unknown system is constrained to
be unitary, Manton presented a routine for computing the Newton step on the
manifold of unitary matrices referred to as the complex Stiefel manifold. For
further information on derivation and implementation of this hard constraint
refer to [1] and references therein.

The closed form analytical expressions for first and second order informa-
tion used for gradient and Hessian expressions in optimization routines are
taken from Joho and Rahbar [1] and will be referred to when generating re-
sults for convergence. Both the Steepest gradient descent (SGD) and Newton
methods are implemented following the same frameworks used by Joho and
Rahbar. The primary weakness of these optimization methods is that although
they do converge relatively quickly there is no guarantee for convergence to a
global minimum which provides the only true solution. This is exceptionally
noticeable when judging the audible separation of speech signals. To demon-
strate the algorithm we assume a good initial starting point for the unknown
separation system to be identified by setting the initial starting point of the un-
known system in the region of the global trough of the multivariate objective
function.
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4. OPTIMIZATION OF CONVOLUTIVE BSS
IN THE TIME DOMAIN

As mentioned previously and as with most BSS algorithms that assume con-
volutive mixing, solving many BSS problems in the frequency domain for in-
dividual frequency bins can exploit the same algorithm derivation as the instan-
taneous BSS algorithms in the time domain. However the inherent frequency
permutation problem remains a major challenge and will always need to be
addressed. The tradeoff is that by formulating algorithms in the frequency
domain we can perform less computations and processing time falls, but we
still must fix the permutations for individual frequency bins so that they are
all aligned correctly. This chapter aims to provide a way to utilize the existing
algorithm developed for instantaneous BSS and apply it to convolutive mixing
but avoid the permutation problem.

Now we extend the above approach to the convolutive case. We still assume
that the demixing system is defined by Equation (2.7), which consists of N × M
FIR filters with length Q. We want to get a similar expression to those in the
instantaneous cases. It can be shown that Equation (2.7) can be rewritten in the
following matrix form

where is a (N × QM) matrix given by

and is a (QM × 1) vector defined as

The output correlation matrix at time frame can be derived as

where,

Correlation matrices for the recovered sources for all necessary time lags can
also be obtained as
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Using the joint-diagonalization criterion in [1] for the instantaneous mod-
elling of the BSS problem we can formulate a similar expression for convo-
lutive mixing in the time domain. Consider the correlation matrices with all
different time lags we should have the following cost function

The only difference between and is that we now take into account all
the different time lags for the correlation matrices for each respective time
epoch where the SOS are changing. Also is now defined as

and we note the new structure of In the ideal case where we know the
exact system all off-diagonal elements would equal zero and the value
of the objective function would reach its global minimum where Each
value of represents a different time window frame where the Second Or-
der Statistics (SOS) are considered stationary over that particular time frame.
In adjacent non-overlapping time frames the SOS are changing due to the
nonstationarity assumption. As this is a non-linear constrained optimization
problem with N Q M unknown parameters we can rewrite it as

Due to the structure of the matrices and with the technique of matrix multi-
plication to perform convolution in the time domain, optimization algorithms
similar to those performed in the instantaneous climate can be utilized. No-
tice also that in the instantaneous version the constraint used to prevent the
trivial solution W = 0 was a unitary one. In the convolutive case a different
constraint is used where the row vectors of are normalized to have length
one. Again referring to the SGD and Newton algorithms closed form analytical
expressions of the gradient and Hessian deduced by Joho and Rahbar [1] are
extended slightly to accommodate the time domain convolutive climate of the
new algorithm. These expressions are shown in Table 2-1. will be
denoted as With these expressions the SGD and Newton methods are
summarized in the Tables 2-2 and 2.3 respectively. Table 2-2 is relatively easy
to interpret as it is a simple iterative update or learning rule with a fixed step
size. As an alternative to a constant step-size the natural gradient method
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proposed by Amari [11] could be used instead of the absolute gradient al-
though faster convergence can be expected from second-order methods. Table
2-3 gives the general Newton update with penalty terms incorporated to en-
sure that the Hessian of the constraint, denoted as and the gradient of the
constraint, denoted as are accounted for in the optimization process. Note
the defines the constraint given in Equation (2.22) and expresses the unit
energy of the rows of
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5. SIMULATION RESULTS
To investigate the performance of the extended instantaneous BSS algorithm

to the convolutive case in the time domain the SGD and Newton algorithm im-
plementations in [1] were altered to the learning rules given in Tables 2-2 and
2-3 respectively. As the constraint no longer requires the unknown system
to be unitary the constraint was changed to that given in Equation (2.22). The
technique of weighted penalty functions was used to ensure the constraints
preventing the trivial solution were met. No longer performing the optimiza-
tion on the Stiefel manifold as in [1] the SGD and Newton algorithms were
changed to better reflect the row normalization constraint for the convolutive
case. Using the causal
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a first-order two-input-two-output (TITO) two tap FIR known mixing system
was chosen and is given below in the domain as

The corresponding known un-mixing system which would separate mixed sig-
nals which are produced by convolving the source signals with the TITO mix-
ing system given above is

This is the exact known inverse multiple-input-multiple-output (MIMO) FIR
system of the same order. The convolution of these two systems in cascade
would ensure the global system would be a delayed
version of the identity, i.e. Using matrix multiplication to perform con-
volution in the time domain, Equation (2.15) can be used to represent the equiv-
alent structure of Equation (2.24),

Through empirical analysis we set the parameters and and
solve the constrained optimization problem given in Equation (2.22) using the
SGD and Newton methods. A set of K = 15 real diagonal square uncorrelated
matrices for the unknown source input signals were randomly generated. Us-
ing convolution in the time domain a corresponding set of correlation matrices

for each respective time instant at multiple time lags
were generated for the observed signals. Each optimization algorithm was run
ten independent times and convergence graphs were observed and are shown in
Figure 2-1. The various slopes of the different convergence curves of the gra-
dient method depends entirely on the ten different sets of randomly generated
diagonal input matrices. Poor initial values for the unknown system lead to
convergence to local minima as opposed to the desired global minimum. The
initialization of the SGD and Newton algorithms plays an important role in
the convergence to either a local or global minimum. Initial values for the esti-
mated unmixing system were generated using a perturbed version of the true
unmixing system. This was done by adding Gaussian random variables with
standard deviation to the coefficients of the true system. As a possible
alternative strategy, a global optimization routine glcCluster from TOMLAB
[12], a robust global optimization software package, can be used where no
initial value for the unknown system is needed. This particular solver uses a
global search to approximately obtain the set of all global solutions and then
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Figure 2-1. Convergence of gradient descent and Newton algorithms for a first order TITO
FIR demixing system over 10 trials.

uses a local search method which utilizes the derivative expressions to obtain
more accuracy on each global solution. This method will be further analyzed
as a future alternative to obtaining additional information on the initial system
value.

After convergence of the objective function to an order of magnitude ap-
proximately equal to the unknown demixing FIR filter system in cas-
cade with the known mixing system resulted in a global system which
was equivalent to a scaled and permuted version of the true global system I
as can be seen by the following example,

A first order system has been identified up to an arbitrary global permuta-
tion and scaling factor. The TITO system identified above using the optimiza-
tion algorithms has only 8 unknown variables to identify. We now examine a



26 Chapter 2

MIMO FIR mixing system with a higher dimension. Again we have chosen an
analytical MIMO multivariate system whose exact FIR inverse is known. The
3rd order mixing system is given below in the domain

The corresponding known inverse FIR system of the same order is given below
also in the domain as

The convolution of the mixing and unmixing MIMO FIR systems given in
Equations (2.28-2.35) gives the identity matrix I exactly. A comparison of the
convergence behaviour for the more efficient Newton method is given in Fig-
ure 2-2 using the same methods described for the first order systems above,
keeping the learning factor and weighting terms the same. We see from the
figure that with twice as many unknown variables to solve for the demixing
system, the third order unknown system takes longer to converge by roughly
a factor of two. Both systems converge to their global minimums due to good
initialization at approximately For the third order system, one trial pro-
duced an outlying convergence curve that takes more iterations than the other
trials. This is dependent on the randomly generated set of diagonal correlation
matrices where for each trial.

To test the performance of the algorithm on real speech data two indepen-
dent segments of speech were used as input signals to the MIMO FIR mixing
system given in Equation (2.24). These signals were both 4 seconds long and
sampled at 8kHz. The signals were convolutively mixed with the synthetic
mixing system to obtain 2 mixed signals. With the assumption that speech is
quasi-stationary over a period of approximately 20ms, the observed mixed sig-
nals were buffered and segmented into 401 frames each having 160 samples
in length. The nonstationarity assumption assumes that the SOS in each frame
does not change. The correlation matrices can be found via Equations
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Figure 2-2. Convergence of Newton algorithms for first and third order TITO FIR demixing
systems over 10 trials.

Figure 2-3. (a) and (b) are the two original signals, (c) and (d) are the convolutively mixed
signals, (e) and (f) are the permuted separated results.

(2.18,2.19) for K = 401 frames of the two mixed signals. This allows the
method of joint diagonalization by minimizing the off-diagonal elements of
the correlation matrices of the recovered signals at each respective time lag
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as defined in Equations (2.20,2.22). Figure 2-3 shows the input, mixed and re-
covered speech signals. A good qualitative recovery is confirmed by subjective
listening to the recovered audio signals and inspection of graphs (e) and (f) in
Figure 2-3.

6. CONCLUSION
A new method for convolutive BSS in the time domain using an existing

instantaneous BSS framework has been presented. This method avoids the
inherent permutation problem when dealing with solving the convolutive BSS
problem in the frequency domain. Optimization algorithms including SGD and
Newton methods have been compared for convolutive mixing environments.
Future work will be directed at implementing the simulations with recorded
data such as speech in real reverberant environments where the orders of the
mixing and unmixing MIMO FIR systems are very high.
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Chapter 3

SPEECH AND AUDIO CODING USING
TEMPORAL MASKING
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Abstract: This paper presents a comparison of three auditory temporal masking models
for speech and audio coding applications. The first model was developed
based upon the existing forward masking psychoacoustic data with an
assumption of an approximately 200 ms. The model’s dynamic parameters
were derived from this data. The previously developed second model was
based upon the principle of an exponential decay following higher energy
stimuli, where the masking effects have a relatively short duration. The
existing third model best matches the previously reported forward masking
data using an exponential curve but the effects of the forward masking are
restricted to 100-200ms. Objective assessments employing the PESQ measure
reveal that these three temporal models have potential for removing
perceptually redundant information in speech and audio coding applications.
Results show that the incorporation of temporal masking along with
simultaneous masking into a speech/audio coding algorithm results in a further
bit rate reduction of approximately 17% compared with simultaneous masking
alone, while preserving perceptual quality

Key words: Temporal masking model, Simultaneous masking model, Gammatone filters,
Wavelet Packet, PESQ, Subjective listening test

1. INTRODUCTION

The use of auditory models in speech and audio coding is by no means
new, and their applications include low bit rate speech coding [1] through to
MPEG audio compression [2]. Conventional audio coding algorithms do not
exploit knowledge of the temporal properties of the human auditory system,
relying solely on simultaneous masking models. Simultaneous masking is a
frequency domain phenomenon in which a low-level signal can be rendered
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inaudible by a simultaneously occurring stronger signal if both signals are
sufficiently close in frequency.

Temporal masking is a time domain phenomenon in which two stimuli
occur within a small interval of time [3] This time domain phenomenon
plays an important role in human auditory perception. Post-masking occurs
when a masker precedes the signal in time, while pre-masking occurs when
the signal precedes the masker in time. Post-masking is the more important
effect from a coding perspective since the duration of the masking effect can
be much longer, depending on the duration of the masker.

In this work, we have developed a temporal masking model and
compared its performance using two existing temporal masking models. The
first model developed is based on [4, 5], the second model is based upon [6],
and the third model is based on [7]. The developed temporal masking model
combined with the simultaneous masking model [8] is then used to calculate
the combined masking thresholds in the time-frequency domain. These
models were first incorporated into a critical band based gammatone
auditory filter bank analysis/synthesis system [6] in order to validate the
effectiveness of the model. The models were also included in a wavelet
packet based audio coding algorithm [9] to quantify the improvement for
coding purposes. Results show that the incorporation of temporal masking
along with simultaneous masking into a speech/audio coding algorithm
results in a further reduction of bit rate of approximately 17% while
preserving perceptual quality.

The transparent quality is evaluated using PESQ (Perceptual Evaluation
of Speech Quality) measure [10]. PESQ was recently adopted as an ITU-T
recommendation P.862. PESQ is able to predict subjective quality with good
correlation in a very wide range of conditions, includes coding distortions,
errors, noise, filtering, delay and variable delay. Also subjective
experiments using informal listening tests were carried out in order to assess
the quality of the coded speech and audio signals.

The paper is organized as follows. Section 2 describes the filter bank
analysis for speech and audio coding applications. The temporal masking
models used in this research are explained in section 3. Masking model
performance is evaluated in section 4, while section 5 concludes this paper.

2. FILTER BANK ANALYSIS

2.1 Gammatone Analysis/Synthesis Filter Bank

Fig. 3-1 shows the gammatone front end processing for speech coding
applications that is applicable to audio coding as the number of filter bank
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can be increased accordingly. Gammatone filters are implemented using FIR
filters to achieve linear phase filters with identical delay in each critical
band. To achieve linear phase filters, the synthesis filters is the time
reverse of its analysis filters The analysis filter for each subband m is
obtained using the following expression:

where is the center frequency for each subband m, T is the sampling
period, and N is the gammatone filter order (N = 4). For a sampling period
of 8000 Hz, the total number of subband is M = 17, so m = 1...17. The
parameter n is the discrete time sample index and where is
the length of each filter for each subband. is the equivalent
rectangular bandwidth of an auditory filter. At a moderate power
level, The parameter b is set to 1.14 while the
parameter a is set for each subband to normalize the filter gain to 0 dB.

Figure 3-1. Gammatone analysis and synthesis filter bank
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The analysis filter bank output is followed by a half-wave rectifier to
simulate the behavior of the inner hair cell. Moreover, the nature of the
neuron firing allows a simple peak-picking implementation. This process
results in a series of critical band pulse trains, where the pulses retain the
amplitudes of the critical band signals from which they were derived The
masking operation is then applied to the pulses, in order to remove the
perceptually irrelevant peaks.

2.2 The PESQ measure

Formal listening tests must meet several conditions especially the
characteristics of listening rooms (ITU-R BS.1116) that require special
equipment. Therefore, in this research work we use an informal listening test
confirmed by the PESQ measurement system [10] as the tools for evaluating
the speech quality.

PESQ has recently been approved as ITU-T recommendation P.862 in
February 2001 as a tool for assessing speech quality. The input to the PESQ
software tool is the reference speech signal and the processed speech signal.
The PESQ then rates the speech quality between 1.0 (bad) and 4.5 (no
distortion). However, the informal listening tests revealed that the PESQ
score of 3.5 provides transparent speech quality.

2.3 Optimum Number of Filter Coefficients

Figure 3-2. Variation of PESQ score with number of filter coefficients
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The number of coefficients required to implement the analysis/synthesis
filter bank depends on the impulse response of the gammatone filters. The
low frequency filters need more coefficients as compared to the high
frequency filters. It is possible to estimate the optimum number of
coefficients required for the analysis/synthesis filter bank with peak picking
operation, using the PESQ software tool. It is assumed that filters with a
constant delay across all bands are required in the analysis stage for time-
aligning critical band pulses across different bands. Fig. 3-2 shows PESQ
measure against the number of filter coefficients and it can be seen that

(corresponds to 15 ms delay in 8 kHz sampling rate) provides
maximum PESQ score. Hence, the optimum value is used in this paper.

3. TEMPORAL MASKING MODELS

In this section, we present the equations required to implement our
temporal forward masking model along with the other existing temporal
forward masking models. Backward masking models are not considered
here, as their effects in coding applications are somewhat limited.

3.1 Model 1 (TM1)

Jesteadt et al. [4] describe temporal masking as a function of frequency,
masker level, and signal delay. Based on the forward masking experiments
carried out by [4], the amount of temporal masking can be well-fitted to
psychoacoustic data using the following equation:

where is the amount of forward masking (dB) in the mth band,
is the time difference between the masker and the maskee in milliseconds,
L(t,m) is the masker level (dB), and a, b, and c, are parameters that can be
derived from psychoacoustic data.

Najafzadeh et al. [5] incorporated the temporal masking model above to
the MPEG psychoacoustic model in which they achieve a significant coding
gain. Nevertheless, the temporal masking model 1 proposed is based on [4,
5] with several modifications of the parameters a, b, and c.

The parameter a is based upon the slope of the time course of masking,
for a given masker level. We have approximated a by curve-fitting of the
psychoacoustic data in [4], as follows:
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where is the center frequency of the critical band m, and have
values 0.5806, -0.0357 and 0.0013, respectively.

Assuming that forward temporal masking has duration of 200
milliseconds, and thus b may be chosen as [5]. Similarly to the
calculation of parameter a, the parameter c is chosen by fitting a curve to the
masker level data provided in [4]:

where values are 6.6727, 2.979 and -0.11226 respectively. The final
value of c is obtained by adding the threshold of hearing [11]. This means
that any signal components below the threshold of hearing wi l l automatically
be masked.

Figure 3-3. Efficient masking threshold calculation

The calculation of the masker level can be performed over many frames
to accumulate a reliable estimate. However the number of frames may
depend on the coding application. In this instance, where experiments on
speech were performed, we have developed an efficient method for masking
calculation as shown in Fig. 3-3.

The current frame of 16 ms was subdivided into four sub-frames, and the
forward masking level was calculated for the jth sub-frame using
the energy accumulated over the previous frame and all sub-frames up to the
current sub-frame. The amount temporal of masking TM1 is then chosen as
the average of over j calculated using This masking
calculation is more efficient than the original method proposed in [5] as they
calculated the masking threshold for every sample in a frame, while we
calculate the threshold only four times per frame. Calculation of a temporal
masking threshold every 4 ms was considered adequate since this provides a
good approximation to the decay effect that lasts around 200 ms.
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3.2 Model 2 (TM2)

The second model developed by Ambikairajah et al. [6] is based on the
fact that temporal masking decays approximately exponentially following
each stimulus. The masking level calculation for the mth critical band signal

is

where The amount of temporal masking TM2 is then
chosen as the average of for each sub-frame calculation.

Normally first order IIR low-pass filters are used to model the forward
masking [6, 12]. We have modified the time constant, of these filters as
follows, in order to model the duration of forward masking more accurately.

The time constants and used were 8 ms and 30 ms, respectively.
The time constants were verified empirically by listening to the quality of
the reconstructed speech, and were found to be much shorter than the 200 ms
post-masking effect commonly seen in the literature.

3.3 Model 3 (TM3)

Novorita [7] incorporated temporal masking effects into bark spectral
distortion measure used for automatic speech quality measurement. Novorita
analyzed four masking filters, including exponential, linear, second power
and half power, and concluded that temporal masking models conforming to
the exponential responses achieved the best performance.

The temporal masking filter with exponential decay used by [7] is as
follows:

where n is short-time frame index, is time offset index, m is the critical
band number in Barks, is the value in phons for a given bark and time
point, au_min is the convergence point for threshold response decay, and eq
is a factor to normalize the time constant.
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The main drawback of the above model is that it is difficult to calculate
the parameters au_min and eq. Therefore in this paper we approximate the
above exponential model as follows:

where is the amount of forward masking in dB in the mth band,
is the time difference between the masker and the maskee in

milliseconds, is time constant chosen as shown in equation (3.6), and
L(t,m) is the masker level (dB). To obtain the masking threshold, TM3, we
calculate for sub frames (j=1,2,3,4) and we take the average of

3.4 Combined Masking Threshold

A simultaneous masking model similar to that used in MPEG [1] was
employed to calculate the masking threshold, SM, for each critical band. It
has been shown that simultaneous masking removes redundant pulses in the
structure shown in Fig. 3-1.

In our experiment, a combined masking threshold is calculated by
considering the effect of both temporal and simultaneous masking. We use
the power law method for combining the thresholds [12]

where MT is the total masking threshold, TM is temporal masking
threshold, and SM is the simultaneous masking threshold. The parameter
p defines the way the masking thresholds add. Setting p = 5 provides an

accurate masking threshold.

4. MASKING MODEL EVALUATION

We evaluated the performance of the temporal masking models using the
analysis/synthesis filter bank shown in Fig. 3-1. A wide range of speech
materials has been selected with total of six speech files sampled at 8 kHz as
shown in Fig. 3-4. The input speech signal was decomposed into 17 bands.
The output of each filter was half-wave rectified, and the positive peaks of
the critical band signals were kept (every 16 ms). This process results in a
series of critical band pulse trains, where the pulses retain the amplitudes of
the critical band signals from which they were derived. Then temporal and
simultaneous masking models were then applied to these pulses, where
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pulses with amplitude below the masking threshold were removed. The
overall effect of simultaneous and temporal masking is to represent the input
signal using the minimum number of pulses. The critical band signals can
then be reconstructed from the masked pulse trains by means of bandpass
filtering and summing the outputs.

Figure 3-4. Speech materials used for performance evaluation, (a) Female Speech (English),
(b) Male Speech (English), (c) Female Speech (French), (d) Male Speech (French), (e)

Female Speech (German), (f) Male Speech (German)

Firstly, we evaluated the quality of the reconstructed speech using each
of the temporal masking models. We then repeated the experiment using the
simultaneous masking model. Finally, we tested the combined effect of each
temporal masking model with simultaneous masking. We evaluated six
speech files and the average PESQ score results and the average percentage
pulse reduction for these experiments are shown in Table 3-1.

From Table 3-1, it is seen that the temporal masking effects of all models
produce a transparent quality signal (defined here as PESQ > 3.5) with
significant pulse reduction. Of the models tested, we found that our proposed
temporal masking model combined with simultaneous masking model (TM1
and SM) produces a compromise between the quality (PESQ) and pulse
reduction.
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Figure 3-5. Pulse Retained (%) using TM1, SM and TM1&SM for German male speech

Fig. 3-5 shows the number of pulses retained in each critical band for
male speech (German), averaged over an entire speech utterance (20 sec).
The temporal masking model TM1 appears to have the greatest effect for
higher frequency bands.

The combined model TM1+SM was also tested in a wavelet packet
based audio coder [13] to quantify the improvement in terms of bit rate. We
carried out subjective tests according to the ITU-R BS.1116 [14] using
various audio materials sampled at 44.1 kHz. We train the listener to become
familiar with coding artifacts, such as pre-echo, aliasing, birdies, and speech
reverberation as described in AES CD-ROM [15]. The ABC/Hidden
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Reference Software Audio Comparison Tool [16] was then used to evaluate
our coder performance for various audio materials, in which the listener
grades the audio material. Furthermore, the high quality headphone, i.e.
Sony MDR-V700DJ, was used in the listening test.

The comparison of required average bitrate for various audio materials
sampled at 44.1 kHz is described in Table 3-2. It can be seen that the high
quality of the compressed sounds could be maintained while the bit rate was
reduced by more than 17% on average if we include the proposed temporal
masking method. Note that the bit rates shown in Table 3-2 have included
the side information.

5. CONCLUSION

Speech and audio coding using three temporal masking models has been
presented. The model developed in this paper shows an improvement over
other previously developed temporal masking models. This has been
demonstrated both in terms of PESQ and pulse reduction for speech coding,
and in terms of bit rate reduction in a wavelet packet based audio coder.
Combined with simultaneous masking models, the developed temporal
masking model appears to produce transparent quality of speech and audio.
Future investigations will concentrate on furthering the theoretical
development of temporal masking models.
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OBJECTIVE HYBRID IMAGE QUALITY METRIC
FOR IN-SERVICE QUALITY ASSESSMENT

Tubagus Maulana Kusuma and Hans-Jürgen Zepernick
Western Australian Telecommunications Research Institute, Perth, WA 6907, Australia

Abstract User-oriented image quality assessment has become a key factor in multimedia
communications as a means of monitoring perceptual service quality. However,
existing image quality metrics such as Peak Signal-to-Noise Ratio (PSNR) are
inappropriate for in-service quality monitoring since they require the original
image to be available at the receiver. Although PSNR and others are objective
metrics, they are not based on human visual perception and are typically designed
to measure the fidelity. On the other hand, the human visual system (HVS) is
more sensitive to perceptual quality than fidelity. In order to overcome these
problems, we propose a novel objective reduced-reference hybrid image quality
metric (RR-HIQM) that accounts for the human visual perception and does not
require a reference image at the receiver. This metric is based on the combination
of several image artifact measures. The result is a single number, which represents
overall image quality.

Keywords: Objective image quality metric, perceptual image quality assessment, in-service
quality monitoring, reduced-reference system, JPEG

1. INTRODUCTION
Transmission of multimedia services such as image and video over a wire-

less communication link can be expected to grow rapidly with the deployment
of third and future generation mobile radio systems [1]. These mobile radio
systems are also expected to offer higher data rates, improved reliability and
spectrum efficiency. This will allow transmission of a variety of multimedia
services over a hostile radio channel while maintaining a satisfactory quality
of service. However, experiments have shown that the existing quality mea-
sures, such as Bit Error Rate (BER) are not adequate for image and video
transmission. Therefore, user oriented quality metrics that incorporate human
visual perception have become of great interest in image and video delivery
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services [2, 3]. Although the best and truest judge of quality is human (through
subjective tests), continuous monitoring of communication systems quality by
subjective methods is tedious, expensive and impossible in a real-time envi-
ronment. Therefore, objective quality measurement methods which closely
approximate the subjective test results are sought after.

Another incentive for the search after user oriented quality metrics is the
fact that the commonly used image fidelity and quality metrics such as Mean-
Squared Error (MSE) and Peak Signal-to-Noise Ratio (PSNR) are inappropriate
for in-service quality monitoring since the reference image is unavailable at the
receiver. These existing metrics fall into the category of full-reference (FR)
metrics [3]. In order to overcome this problem, we propose a novel reduced-
reference (RR) objective perceptual image quality metric that does not require
a reference image and which is based on the human visual system (HVS). Since
the overall quality is represented by a single number, the overhead needed to
communicate this information can be kept minimum.

This contribution is organized as follows. Different types of image artifacts
and metrics are outlined in Section 2. The proposed Hybrid Image Quality
Metric (HIQM) is explained in Section 3. In Section 4, application of HIQM
for quality monitoring is discussed, followed by experimental results in Section
5. Finally, concluding remarks are given in Section 6.

2. IMAGE ARTIFACTS AND METRICS

2.1 Image Artifacts

Image artifacts are caused by impairments such as transmission errors and
depend on the image compression scheme used. A received data packet may
have header information and/or data segments corrupted. In some image for-
mats a single corrupted bit might lead to an incomplete or even undecodable
image. In case of Joint Photographic Experts Group (JPEG) images, for exam-
ple, the bit error location can have a significant impact on the level of image
distortion. A bit error that occurs at a marker segment position can severely
degrade the image quality. An image may be even completely lost because the
decoder fails to recognize the compressed image.

In this contribution, we consider five types of artifacts that have been observed
during our simulations. These artifacts are smoothness, blocking, ringing/false
edge, masking, and lost block/pixel and will be briefly described below [4–6]:

Smoothness, which appears as edge smoothness or texture blur, is due to the
loss of high frequency components when compared with the original image.
Blurring means that the received image is smoother than the original (see Fig.
4-1a).
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Figure 4-1. Samples of image artifacts: (a) Smoothness, (b) Blocking, (c) Ringing/false edge,
(d) Masking, and (e) Lost block

Blocking appears in all block-based compression techniques and is due to
coarse quantization of frequency components. It can be observed as surface dis-
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continuity (edge) at block boundaries. These edges are perceived as abnormal
high frequency components in the spectrum (see Fig. 4-1b).

Ringing is observed as periodic pseudoedges around original edges. It is
due to improper truncation of high frequency components. This artifact is also
known as the Gibbs Phenomenon or Gibbs effect (see Fig. 4-1c). For the worst
case, the edges can be shifted far away from the original edge locations. This
effect is observed as false edge.

Masking is the reduction in the visibility of one image component (the target)
due to the presence of another (the masker). There are two kinds of masking
effects. The first is called luminance masking, also known as light adaptation.
The second is texture masking, which occurs when maskers are complex tex-
tures or masker and target have similar frequencies and orientations (see Fig.
4-1d).

Lost block/pixel is a loss of a block of pixels or an alteration of a pixel
value. In common operation of still image compression standards like JPEG, the
encoder tiles the image into blocks of n × n pixels, calculates a 2-D transform,
quantizes the transform coefficients and encodes them using Huffman coding.
In common wireless scenario, the image is transmitted over wireless channel
block-by-block. Due to severe fading, entire image blocks can be lost (see Fig.
4-1e).

2.2 Image Metrics

Image metrics may be divided into two categories:

Image fidelity metrics indicate image differences by measuring pixel-by-
pixel closeness between images. MSE and PSNR fall into this category.

Image quality metrics define quality based on individual image features;
these metrics also incorporate HVS. Much research is being carried out on the
image quality metrics, but they mostly concentrate on single artifacts [7–10].

There are three approaches of measuring image fidelity and image quality as
follows:

Full-Reference (FR) is a method that compares a distorted image with its
undistorted original.

Reduced-Reference (RR) is a method that does not require to store the entire
original image but extracts important features from the distorted image and
compares them with corresponding stored features of the original image.

No-Reference (NR) techniques do not require prior knowledge about the
original image but perform assessment of the distorted image to search for the
presence of known artifacts.
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3. HYBRID IMAGE QUALITY METRIC
The proposed Hybrid Image Quality Metric (HIQM) [11] employs several

quality measurement techniques and is calculated as weighted sum of respective
quality metrics. It is designed to detect and to measure different image artifacts.
The result is a single number that correlates well with perceived image quality.
HIQM does not require a reference image at the receiver to measure the quality
of a target image.

The proposed RR approach considers five different artifact measurements
relating to blocking, blur, image activities/busyness, and intensity masking.

The blocking measurement is based on the algorithm proposed by Wang
et. al. [7, 8]. This algorithm extracts the average difference across block
boundaries, averages absolute differences between in-block image samples, and
calculates the zero-crossing rate. The system has been trained using subjective
test results in order to comply with human visual perception. The final blocking
measure is calculated using statistical non-linear curve fitting techniques. This
metric is classified as an NR type because only the received image is needed to
measure the blocking. In our approach, this metric is also used to detect and to
measure lost blocks.

The blur measurement algorithm is based on the work of Marziliano et.
al. [9]. This algorithm accounts for the smoothing effect of blur on edges by
measuring the distance between edges from local maximum and local minimum,
the so-called local blur. A Sobel filter is used to detect the edges. Once the
edges are detected, the distance between local maximum and local minimum
can be measured for both horizontal and vertical directions. The final blur
measure is obtained by averaging the local blur values over all edge locations
in both directions.

Another important characteristic of an image relates to the activity measure
that indicates the ‘busyness’ of the image. The active regions of an image are
defined as those with strong edges and textures. Due to distortion, a received
image normally has more activity compared to the original image. The tech-
nique used by HIQM is based on Saha and Vemuri’s algorithm [10]. We use
this metric to detect and to measure ringing and lost blocks. Especially, two
types of Image Activity Measures (IAM) are deployed, edge and gradient-based
IAM. For an M × N binary image, the edge activity measure is given by [10]:

where denotes the value of the detected edge at pixel location M is the
number of image rows and N is the number of image columns.
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The gradient-based activity measure for an M × N image is given by [10]:

where denotes the intensity value at pixel location and denotes
absolute value. Fig. 4-2 shows an original image and its edge representation
whereas Fig. 4-3 shows the distorted version of this image. Clearly, the distorted
image appears to have higher activity compared to the original image.

Figure 4-2. Sample original image and its edge representation

Figure 4-3. Sample distorted image with increased activity and its edge representation

Finally, the intensity masking detection is based on the standard deviation
of the first-order image histogram, which indicates the distribution of the im-
age data values. The shape of the histogram provides many insights into the
character of an image [12]. The histogram of an M × N image is defined as
the percentage of pixels within the image at a given gray level. For a 256 gray
level image, the histogram is given by:
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where denotes the number of pixels at gray level and MN is the total
number of pixels within the image.

From the histogram information, we can measure the image perceived bright-
ness by calculating the average gray level that is given by:

where denotes the image histogram at gray level
A low average value means dark image, whereas large average implies a

bright image. The image contrast can now be measured by estimating the
average gray level variation within the image (standard deviation), which is
given by:

A small standard deviation indicates a low contrast image, while large value
implies a high contrast image. The intensity masking detection is
based on contrast measurement. Therefore, the same expression as mentioned
in (4.5) is applied. Fig. 4-4 shows the example of images and their respective
histogram information.

The proposed overall quality measure is a weighted sum of all the afore-
mentioned metrics. The weight allocation for individual metrics was based
on the impact of the metric on the overall perceptibility of images by human
vision. The fine-tuning of the weights was done empirically and was justified
by requesting opinion from a group of unbiased test persons. Initially, all the
metrics were given the same weight and were then adjusted based
on the contribution of each metric to the perceptibility of image by human eye.
In JPEG, for example, blocking is given a higher weight compared to other
metrics because it is the most frequently observed artifact in this particular im-
age format and can be easily perceived by human vision. The overall quality is
given by:

where denotes the weight of a particular metric.
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Figure 4-4. Samples for test image “Lena” with histogram information: (a) Original Image,
(b) Image with White Mask, (c) Image with Black Mask

4. QUALITY MONITORING USING HIQM
In image transmission systems, HIQM can be used for continuous in-service

quality monitoring since it does not require a reference image to measure the
quality of a received image. However, different original images differ in activity
and other characteristics. Therefore, each image has its individual HIQM value,
which we will refer to as quality baseline.

To obtain a proper measure, we need to normalize or calibrate the mea-
surement system to the quality baseline. Therefore, the quality baseline of an
original image needs to be communicated to the receiving end of the system
under test. Obviously, this constitutes an RR approach and may replace con-
ventional FR quality techniques. As correct reception of the quality baseline
is vital for image quality assessment at the receiver, error control coding is
recommended to protect this important parameter.

The basic steps of in-service quality monitoring using HIQM can be sum-
marized as follows (Fig. 4-5):

At the transmitter, measure the quality baseline of the original image in
terms of its HIQM value.

1



4. Objective Hybrid Image Quality Metric for In-Service Quality Assessment 51

2

3

4

Concatenate quality baseline and image file to form the overall packet
format (see Fig. 4-6) before transmission of respective packets.

At the receiver, provide a reference quality by extracting quality baseline
from received packet and, if necessary, adding a tolerable degradation
value to it.

Measure HIQM of the received image and compare it with the reference
quality.

The total length of the RR-HIQM related quality value may be chosen as 17
bits. It consists of sign information (1 bit), quality (8 bits for the integer, 4 bits
for each the and the decimal). The HIQM of -0.57, for example, will
be concatenated to the header part of the image file as

Figure 4-5. Reduced reference in-service quality monitoring using the proposed HIQM

Figure 4-6. RR-HIQM packets format

In practice, there is a number of possible applications for RR-HIQM, which
include system testing, continuous in-service quality monitoring, link adapta-
tion and performance characterization of image transmission system.
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5. EXPERIMENTAL RESULTS
In this section, we provide experimental results for test images “Goldhill”

(Quality baseline = 1.34), “Lena” (Quality baseline = –1.76) and “Tiffany”
(Quality baseline = –0.57). The test scenario for these standard test images
was chosen as a Rayleigh flat fading channel. A simple (31, 21) BCH code
was applied for error protection purposes along with a soft-combining scheme
using a maximum of two retransmissions. The average Signal-to-Noise Ratio
(SNR) was set to 5dB. We did not use a JPEG restart marker in this experiment
in order to gain extreme artifacts.

For this test scenario, the weights of the various metrics were finally obtained
from involving a group of test persons as:
and From the experimental results, it can be concluded that HIQM
inversely relates to PSNR (see Figs. 4-7, 4-8 and 4-9). In other words, a better
quality image is represented by a higher PSNR value or a lower HIQM value
(see Figs. 4-10, 4-11 and 4-12).

Figure 4-7. Metric comparison for image “Goldhill”

Figs. 4-7, 4-8 and 4-9 show some outliers which are due to disagreement of
HIQM with PSNR. These disagreements are mostly due to the misjudgement
of the PSNR in relation to the opinion of the human subjects. Two samples of
misjudgement are presented in Figs. 4-11 and 4-12. For justification, we inter-
viewed 10 persons to give their opinion about the quality when disagreements
occurred between HIQM and PSNR. The average opinion of these people were
that HIQM provides a better judgement than PSNR.
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Figure 4-8. Metric comparison for image “Lena”

Figure 4-9. Metric comparison for image “Tiffany”

6. SUMMARY
A new reduced-reference image quality measurement technique was pre-

sented. It was shown by way of experiment that the proposed HIQM outper-
forms PSNR with respect to quantifying user perceived quality. The introduced
HIQM may be used for reduced-reference in-service image quality monitoring.
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Figure 4-10. Quality samples for test image “Goldhill”: (a) PSNR = 8.28dB and HIQM =
34.09,(b)PSNR = 22.05dB and HIQM = 6.95, (c) PSNR = 45.70dB and HIQM = 1.43

Figure 4-11. Quality samples for test image “Lena”: (a) PSNR = 9.76dB and HIQM =
9.28, (b) PSNR = 9.78dB and HIQM = 11.99
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Abstract In this chapter a highly scalable image coding algorithm for texture coding
of arbitrarily shaped visual objects is proposed. The proposed algorithm is
based on the Set Partitioning in Hierarchical Trees (SPIHT) algorithm and is
called Object-Based Highly Scalable SPIHT (OBHS-SPIHT). It adds the spatial
scalability feature to the SPIHT algorithm through the introduction of multiple
resolution-dependent lists for the sorting stage of the algorithm, while retaining
the important features of the original algorithm such as compression efficiency
and full SNR (rate) scalability. The idea of bitstream transcoding to obtain dif-
ferent bitstreams for various spatial resolutions and bit rates, all from a single
bitstream, is completely supported by the algorithm. The proposed algorithm
efficiently facilitates the distribution of visual information especially over het-
erogeneous networks such as the Internet.

Key words: Image coding, object-based coding, scalability, SPIHT, OBHS-SPIHT

1. INTRODUCTION
In traditional image and video coding systems a picture is represented and

processed as a rectangular frame of pixels. Such a structure is able to provide
only frame-based functionalities. By contrast, a new generation of image and
video coding called object-based coding deals with a video scene as a com-
position of different video objects and processes each object individually. As
a key advantage, this object-based representation can facilitate an object in-
teractivity functionality. MPEG-4 [1], the emerging standard for audio-visual
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information coding has addressed object-based coding. On the other hand, a
scalable coding scheme provides a bitstream that consists of embedded parts to
offer increasingly better signal-to-noise ratio (SNR) or/and greater spatial res-
olution for each object in the scene. Therefore an object-based scalable coding
system could provide a very convenient coding scheme for the transmission of
visual information over heterogenous networks such as the Internet.

The multiresolution image representation provided by the two-dimensional
discrete wavelet transform (DWT) gives wavelet based image coding schemes
a great potential to support both SNR and spatial scalability. Modifications
of the DWT, called shape adaptive DWTs (SA-DWTs), like the one in [2],
enable wavelet based coding algorithms to be extended for coding of arbitrar-
ily shaped objects. In recent years, a family of very efficient zerotree based
wavelet image coders has been developed and emerged as one of the most
promising techniques to meet the challenges for image coding. Based on the
idea of grouping wavelet coefficients at different scales and predicting zero co-
efficients across scales, Shapiro [3] introduced the Embedded Zerotree Wavelet
(EZW) coding scheme. The EZW algorithm was improved by Said and Pearl-
man [4] in their work called Set Partitioning in Hierarchical Trees (SPIHT).
SPIHT provides very efficient compression, supports progressive image trans-
mission, and is considered as a benchmark for the state-of-the-art image coding
algorithms.

Motivated by the success of embedded zerotree wavelet coding in frame-
based schemes, some researchers have extended this framework for coding of
arbitrarily shaped objects [5–10]. These works employ a SA-DWT approach
for decomposing the object texture followed by a modified version of a ze-
rotree based method which only encodes the wavelet coefficients that belong
to the decomposed object. A shape-adaptive extension of the EZW coding
technique was proposed by Li et al. in [8]. A modification of ZTE [6] for
texture coding of still object was reported in [5]. A SA-DWT with even length
filters and an extension of EZW for coding of arbitrarily shaped still textures
was presented by Mertins and Singh [7]. In [9, 10] an object-based DWT and
modified versions of SPIHT algorithm for coding of arbitrarily shaped objects
were presented. All of these object-based coding methods provide embedded
bitstreams and support SNR scalability but do not provide any sort of spatial
scalability. Moreover their bitstreams cannot be reordered according to desired
resolutions and fidelity.

In [11–13] we introduced modified versions of the SPIHT algorithm that
provide both spatial and SNR scalability features for rectangular (frame-based)
images. In this chapter, the method of [12, 13] is further developed for efficient
highly scalable texture coding of arbitrarily shaped visual objects. The devel-
oped algorithm, called Object-based Highly Scalable SPIHT (OBHS-SPIHT),
adds the spatial scalability feature to the SPIHT bitstream without sacrificing
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Figure 5-1. Block diagram of the OBHS-SPIHT coding system.

compression efficiency and SNR scalability in any way. The OBHS-SPIHT
bitstream can be easily reordered to achieve different levels of spatial resolu-
tion and quality requested by the decoder.

The rest of this chapter is organized as follows. Section 2 reviews the
OBHS-SPIHT coding system and explains the OBHS-SPIHT algorithm. The
structure of the OBHS-SPIHT bitstream and the parsing process are presented
in Section 3. In Section 4, simulation details are explained and some experi-
mental results are presented, and finally, Section 5 concludes the chapter.

2. THE OBJECT-BASED HIGHLY
SCALABLE SPIHT (OBHS-SPIHT)

2.1 System Overview

The proposed OBHS-SPIHT coding system is depicted in Figure 5-1. The
input of the system is a video object plane (VOP) that may come directly from
a bank of already known objects existing in some applications or is extracted
by a segmentation algorithm from a rectangular image scene. The shape infor-
mation of the object is assumed to be a binary alpha plane (mask) so that each
input pixel is considered either inside or outside the object.

On the encoder side (Figure 5-1 (a)), the shape mask and the object texture
are decomposed by a shape adaptive DWT approach. The decomposed tex-
ture coefficients w and the decomposed shape mask m are then consigned to
the OBHS-SPIHT encoding block. The OBHS-SPIHT texture encoder only
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encodes the coefficients that belong to the decomposed object. To recognize
these coefficients it uses the decomposed shape mask. Any shape coding al-
gorithm can be utilized to code the shape information. If a lossy shape coding
is used, the reconstructed shape must be used in the SA-DWT and the OBHS-
SPIHT coding algorithm. The bitstreams from shape coding and texture coding
are assembled in the bitstream organizer to generate the final output bitstream
for the VOP.

On the decoder side (Figure 5-1(b)), the bitstream separator first extracts the
shape and the texture bitstreams from the received VOP bitstream. The shape
mask is then reconstructed by decoding the shape bitstream. The decomposed
mask, which is required by the OBHS-SPIHT decoder, is provided by applying
the same level of decomposition as used by the encoder to the shape mask. The
OBHS-SPIHT decoder then decodes the texture bitstream, and the inverse SA-
DWT will be applied to the decoded wavelet coefficients to reconstruct the
VOP texture.

2.2 The OBHS-SPIHT Algorithm

The SPIHT [4] algorithm, considers groups of coefficients in different scales
of the wavelet image pyramid together as sets through the parent-offspring
dependency depicted in Figure 5-2. At the beginning, the roots of the sets are
located at the lowest frequency subband of the wavelet pyramid. It follows
a bitplane-manner coding, and in each bitplane coding process, the algorithm
deals with the wavelet coefficients as either a root of an insignificant set, an
individual insignificant pixel, or a significant pixel. It sorts these coefficients
in three ordered lists: the list of insignificant sets (LIS), the list of insignificant
pixels (LIP), and the list of significant pixels (LSP). The main concept of the
algorithm is managing these lists in order to efficiently extract insignificant sets
in a hierarchical structure and identify significant coefficients.

In general, applying N levels of wavelet decomposition to an image allows
at most N + 1 levels of spatial resolution. To distinguish between different
resolution levels, we denote the lowest spatial resolution level as level N +
1. The full image then becomes resolution level 1. Thus the actual spatial
resolution related to level is of the resolution of the original image.
The three subbands that need to be added to increase the
spatial resolution from Level to Level are called spatial subband set
level and referred to as (see Figure. 5-2).

The OBHS-SPIHT algorithm proposed in this chapter solves the spatial
scalability problem through the introduction of multiple resolution-dependent
lists and a resolution-dependent sorting pass. For each spatial subband set
we define a set of LIP, LSP and LIS lists, therefore we have and

for where is the maximum number of
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Figure 5-2. Orientation of SPIHT sets across wavelet subbands of an object.

spatial resolution levels that is supported by the encoder. The parent-offspring
relationship in our algorithm is the same as with SPIHT, but we only consider
and process those coefficients and sets which belong to the decomposed object
(see Figure 5-2), similar to the modified algorithms in [10, 9]. In each bitplane
coding process, the OBHS-SPIHT coder starts encoding from the maximum
resolution level and proceeds to the lowest level (level 1). During the
resolution-dependent sorting pass for the lists that belong to level the algo-
rithm first does the sorting for the coefficients in the in the same way as
SPIHT, to find and output significance bits for all list entries and then processes
the During processing the sets that lie outside the resolution level

are moved to their appropriate After the algorithm has finished the
sorting and refinement passes for resolution level it will do the same pro-
cedure for the next finer resolution level until all spatial resolution levels are
finished. The total number of bits belonging to a particular bitplane is the same
as for an object-based modification of SPIHT like the methods in [10, 9], but
OBHS-SPIHT arranges them in the output bitstream according to their spatial
resolution dependency.

Note that the total storage requirement for the and for
all resolutions is the same as for the LIS, LIP, and LSP used by the SPIHT
algorithm.
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Figure 5-3. Structure of the OBHS-SPIHT encoder bitstream.       is related to the codepart
of spatial subband set level at bitplane level

3. BITSTREAM FORMATION AND
PARSING

The structure of the bitstream generated by the OBHS-SPIHT encoder is
shown in Figure 5-3. The bitstream is constructed of different parts according
to the different bitplane levels Inside each bitplane codepart, the bits
that belong to the different spatial subband sets, are separable. A header
at the beginning of the bitstream identifies the number of spatial resolution
levels supported by the encoder, as well as information such as the number
of wavelet decomposition levels, and the maximum bitplane level required for
coding. To support bitstream parsing by an image server/transcoder, at the
beginning of each bitplane codepart there is an additional header that provides
the information required to identify the different resolution codeparts.

The encoder needs to encode the object texture only once at a high bit rate.
Different bitstreams for different spatial resolutions and fidelity can be easily
generated from the encoded bitstream by selecting the related resolution code-
parts. Figure 5-4 illustrate an example of multicasting a visual object for differ-
ent users with different capabilities. The parsing process is a simple reordering
of the original bitstream and can be carried out by the image server that stores
the encoded bitstreams or by an individual parser as a simple part of an active
network. The parser does not need to decode any part of the bitstream. For
example, to provide a bitstream for resolution level in each bitplane code-
part, only the spatial parts that belong to the spatial resolution levels greater or
equal to are kept and all other parts are removed. As a distinct feature, the
reordered bitstreams for each spatial resolution are completely rate-embedded
(fine granular at bit level) which means that it can be truncated at any point
to obtain the best reconstruction of the object at that bit rate. Note that the
headers at the beginning of bitplane codeparts are only used by the parser and
do not need to be sent to the decoder.
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Figure 5-4. Illustration of parsing a single OBHS-SPIHT bitstream for decoding at different
qualities and resolutions.

The decoder required for decoding the reordered bitstreams exactly follows
the encoder, similar to the original SPIHT algorithm. It needs to keep track
of the various lists only for spatial resolution levels greater or equal to the
required one. Thus, the proposed algorithm naturally provides computational
scalability as well.

4. SIMULATION DETAILS AND
EXPERIMENTAL RESULTS

The OBHS-SPIHT encoder and decoder were fully software implemented.
An efficient, non-expansive SA-DWT approach based on the method intro-
duced in [2] was also implemented. The first frames of two MPEG-4 CIF
colour (in YUV format) test sequences, Akiyo and Foreman, were selected for
the test. Only the foreground objects of the test images were considered for
coding. The shape/segmentation masks for these test sequences are supplied
by MPEG. On the encoder side, four levels of 2D SA-DWT by 9/7-tap fil-
ters [14] with symmetric extension at the boundaries of the objects were first
applied. The OBHS-SPIHT encoder was then set to progressively encode the
decomposed objects from the maximum required bitplane to bitplane zero with
five levels of spatial scalability support.

After encoding, the OBHS-SPIHT bitstream was fed into a parser to produce
progressive (by quality) bitstreams for different spatial resolutions requested
by a decoder. The OBHS-SPIHT decoder uses the reordered bitstream to de-
code only the required spatial subbands that are necessary for reconstructing
the requested spatial resolution of the object. The inverse SA-DWT is then
applied to the decoded spatial subbands to reconstruct the object in the re-
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quested resolution. Reference frames for lower resolutions were defined by
taking the lowest frequency subband frames after applying appropriate lev-
els of SA-DWT to the original objects, and the fidelity was measured by the
peak signal-to-noise ratio (PSNR). The bit rates for all levels were calculated
according to the number of pixels in the foreground of the original full size
image.

Table 5-1 compares PSNR results of OBHS-SPIHT and OB-SPIHT ob-
tained for all colour components (i.e., Y, U and V) of the test objects at various
spatial resolutions and bit rates. The OB-SPIHT results refer to our imple-
mentation of the original SPIHT algorithm for object-based coding, similar to
[10, 9]. The results for spatial resolution level 1 clearly show that the OBHS-
SPIHT does not sacrifice the compression efficiency of the OB-SPIHT. The
small deviation between OBHS-SPIHT and OB-SPIHT is due to the different
scanning order used by these algorithm in their coding process of wavelet co-
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efficients. For resolution levels 2 and 3, as the results show, the performance
of OBHS-SPIHT is much better than for OB-SPIHT. For these resolutions,
the OBHS-SPIHT decoder decodes the bitstreams that were properly tailored
by the parser for the given resolution level. For the OB-SPIHT case, there is
no possibility of reordering the bitstreams for the requested resolution level.
Therefore, the bitstreams were first decoded to obtain the coefficients in the
wavelet pyramid for all subbands at the given bit rate. Then the requested spa-
tial resolution was reconstructed by applying the inverse SA-DWT only to the
required subbands for that resolution level. The reason for the superior perfor-
mance of OBHS-SPIHT over OB-SPIHT for resolution levels higher than level
1 is clear. In the transcoded OBHS-SPIHT bitstream for a particular resolution
all bits belong to that resolution, while in the OB-SPIHT bitstream, some por-
tion of bits are wasted because they belong to the subbands which are located
outside the requested resolution.

For the Y component, which is the most important component and con-
sumes most of the coding budget, the results show more improvement than
for the U and V components. The reason is that the U and V components
are more correlated than Y and most of their energy (high coefficients in the
wavelet decomposed image) are located in the lowest frequency band in the
decomposed image. Only a few coefficients are, therefore, considered out of
the required resolutions (level 2 and level 3) during the resolution-dependent
sorting pass of the OBHS-SPIHT. However, the coding performance for these
components (i.e., U and V) are high enough, even for low bit rates for both
OB-SPIHT and OBHS-SPIHT. As the resolution level increases, the differ-
ence between OBHS-SPIHT and OB-SPIHT results becomes more and more
significant. Moreover, for spatial resolutions lower than the full resolution,
by increasing the bit rate, the OBHS-SPIHT shows more improvement. This
is due to the fact that at higher bit rates, the bitplane coding reaches the low
bitplane levels where the significance test threshold is decreased. As a conse-
quence, more coefficients become significant, therefore, more information in
the OB-SPIHT bitstream can be found that are not related to the required reso-
lution, while the parsed OBHS-SPIHT bitstream only includes the information
that belongs to the resolution.

Note that all the results are obtained without extra arithmetic coding of the
encoder output bits. As shown in [4], an improved coding performance (about
0.3-0.6 dB) for SPIHT and consequently for OBHS-SPIHT can be achieved
by further compressing the binary bitstreams with an arithmetic coder. Figure
5-5 shows some examples of multiresolution decoding of Akiyo and Foreman
objects at three bit rates (0.125 bpp, 0.25 bpp and 0.5 bpp) obtained by the
OBHS-SPIHT decoder.

Table 5-2 compares the compression efficiency of the OBHS-SPIHT algo-
rithm with some state-of-the-art object-based coding methods for coding the
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Figure 5-5. Luminance of the decoded Akiyo still object using OBHS-SPIHT at full (left),
half (middle) and quarter (right) spatial resolutions and (a) 0.125 bpp, (b) 0.25 bpp and (c) 0.5
bpp.
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foreground of the first frame of the Akiyo CIF sequence. The OB-SPECK
coder [15] is an extension of a binary version of SPECK [16]. The SA-ZTE
and SA-DCT methods are implemented in the MPEG-4 verification model ref-
erence software [2]. Egger’s codec [17] uses a shape-adaptive wavelet trans-
form and employs EZW [3]. The results for OB-SPIHT were obtained from
our implementation of an extended version of the original SPIHT algorithm for
object-based coding. Both the OB-SPIHT and OBHS-SPIHT results in this ta-
ble were obtained from decoding the binary bitstreams without applying extra
arithmetic coding. In addition to providing efficient compression performance,
OBHS-SPIHT fully supports resolution scalability, while the other coders re-
ported in this table are not resolution scalable.

5. CONCLUSIONS
In this chapter, an object-based Highly scalable SPIHT algorithm (OBHS-

SPIHT) for texture coding of arbitrarily shaped still objects has been pre-
sented. The proposed algorithm adds the spatial scalability feature to the
SPIHT bitstream while keeping important features of the original SPIHT algo-
rithm such as high compression efficiency and rate-embeddedness (very fine
granular SNR scalability) of the bitstream. The flexible scalable bitstream
of OBHS-SPIHT is easily reorderable (transcodable) without any need of de-
coding, to obtain different bitstreams tailored for different spatial resolutions
and bit rates requested by the decoder. OBHS-SPIHT is a good candidate for
multimedia applications such as object-based information storage and retrieval
systems, and transmission of visual information especially over heterogenous
networks.
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Chapter 6

CLASSIFICATION OF VIDEO SEQUENCES IN
MPEG DOMAIN

Warwick Gillespie and Thong Nguyen
School of Engineering University of Tasmania- Australia

Abstract: This chapter describes a method for automatic classification of video shots
from a video database by using distance metrics derived from motion
information only. The classification serves as the first step of the indexing
process of a video scene and its retrieval from a large database in order to
partition the database into more manageable sub-units according to the types
of scenes, e.g. sport, drama, scenery, news reading. The method is intended
for web-based and telecommunication applications and therefore the
processing is carried out in the MPEG (compressed) domain making use of the
spatio-temporal data already available in MPEG video files. The confidence
of the MPEG motion vectors estimated by the block matching algorithm is
evaluated using a block activity factor, for retaining or discarding the vectors
from the classification distance measure by a filtering process of the MPEG
motion vector fields. The chapter presents a robust regression technique,
based on Least Median-of-Squares, to deal with the situation. A novel metrics
called activity power flow is introduced to effectively capture the spatio-
temporal evolution of scenes through the video sequence.

Key words: video database, video signal processing, multimedia signal processing, pattern
recognition.

1. INTRODUCTION

The use of visual information is a part of every day life, and with the
advent of technology such as digital cameras, the amount of digital image
and video data in the world is growing rapidly. Also, technologies such as
the Internet and G3 and G4 cellular phones mean the ability to share and
access that content is also rapidly increasing. With this rapid growth comes
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the need for efficient management and storage of this digital media, to
enable users to index and retrieve the video efficiently, reliably and quickly,
which is the main challenge for designers of large multimedia databases.
The proliferation of such large databases in recent times will continue with
applications such as video on demand and Internet video browsing, as well
as the need for media or advertising agencies to manage their visual data
assets. In large video databases, particularly for access over a medium such
as the Internet, it is likely that video sequences will be stored in a
compressed format (such as the MPEG standards). As a result, the ability to
use information contained in these formats without the need for decoding of
the video sequences (a time consuming process) is desirable.

2. VIDEO DATABASE INDEXING AND RETRIEVAL

Much of the research into content based video indexing and retrieval
(CBVIR) systems is concentrated in a few common areas, namely video
summaries, similarity-based retrieval, and classification. One major hurdle
in all these research efforts is the ability to transform low level features into
high level semantics to enable key frames, key events, or similar scenes to be
indexed and searched.

One of the main concepts when dealing with a CBVIR system (as
opposed to a still image system) is how a video sequence can be broken into
manageable segments. It is unsuitable to index full video sequences (eg a
two hour long movie), hence the video sequence needs to be broken down
into smaller semantic units, based on the video content. A common video
structure used in CBVIR systems is shown in Fig. 6-1. In this structure, a
whole video clip/sequence (such as a movie or television program) is broken
down into scenes containing similar settings, story lines, or events. Each
scene is then further segmented into shots, which are simply the portion of
video between two camera breaks (such as a cut, a fade, a wipe, or a
dissolve). The shot generally shows a single-camera perspective of a scene.
A shot is made up of a number of frames - the basic temporal unit in a video,
which are simply still images of a scene at a given time.
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Figure 6-1. Structure of a video clip.

Generally, a video sequence is first broken down into shots, using any
number of techniques [1], and each detected shot is then processed
separately. In our system, shot detection is carried out in the MPEG domain
using a modified version of an algorithm [1], which uses the distribution of
macroblock types (see Section 3 of this chapter) to detect shot changes.

Once all shots are detected, often a key frame is selected to represent that
shot, and features such as colour, object shape, texture, or motion can be
used to characterise or index that shot [2]. Similar shots can be grouped
together into scenes for semantic temporal segmentation. When searching or
browsing video content, often a video sequence can be represented by key
frames, which are either similar to a user query, or represent key events in a
video sequence.

3. MPEG VIDEO COMPRESSION STANDARDS

As all video analysis techniques described in this chapter are performed
in the MPEG (compressed) domain, it is important to have an understanding
of some of the compression techniques used by the MPEG standards [3].
The MPEG-1 file has a hierarchical structure, like many computing based
protocols, with each layer providing a different level of abstraction. In terms
of a single video sequence, the top-most layer provides random access to a
group of pictures (GOP) or frames with a common frame sequence (see Fig.
6-2). Each GOP in a video stream has the same frame sequence, starting
with an I-frame, followed by a pattern of B and P-frames (the sequence in
Fig. 6-2 is a common, but not necessarily standard sequence). I-frames are
intra-coded (i.e. with no reference to other frames) so provide time
references for random access to a video sequence, and prevent coding errors
from propagating through a sequence. P and B-frames are inter-coded (i.e.
with reference to other frames) so provide greater compression efficiency.
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Figure 6-2. MPEG Frame sequence.

MPEG is a block-based compression scheme, so frames are first divided
into 16x16 pixel macroblocks (see Fig. 6-3). Blocks are coded using the
YCrCb colour scheme where the Y (luminance) component represents the
intensity information, and the Cr and Cb components represent the
chrominance (or colour). The human visual system is more sensitive to the
luminance component than the chrominance components, so they can be
subsampled at Y:Cr:Cb = 4:1:1 (so each macroblock is coded using 4 8x8
blocks of Y and 1 8x8 block for each of the Cr and Cb components). For the
case of I-frames, each 8x8 block is transformed into frequency domain using
the Discrete Cosine Transform (DCT), and each coefficient is quantised and
low energy components discarded.

Figure 6-3. MPEG Block Structure.

The main function of the inter-coded frames (P and B-frames) is to take
advantage of temporal redundancies. The MPEG-1 coding process uses
motion vectors in order to do this. For each macroblock in a P or a B-frame,
a search window in a reference frame (or frames) is examined to find a
similar block. If a similar macro block is found, a reference to it (the motion
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vector) as well as the difference between the actual and the reference
macroblock is coded. The reference frames for P and B-frames are shown in
Fig. 6-2, note that P-frames only reference previous frames, whereas B-
frames reference both past and future frames. The motion vector search
follows any of a number of common block matching algorithms (BMA)
which search a reduced set of all possible blocks within the search window.
The search attempts to minimise the mean square error (MSE) in Eq. (6.1),
or mean absolute difference (MAD) between two blocks.

The search usually terminates when a block is found with an MSE below
a set threshold T. Some common BMAs include the two dimensional
logarithmic search, the three step search, hierarchical motion estimation, and
the signature based algorithm. Note that the motion search technique, the
cost function, and the threshold T are not specified in the MPEG standard
and as such will vary from encoder to encoder.

4. FILTERING MPEG MOTION VECTOR FIELDS

The goal of motion vectors in MPEG is to maximise compression, not to
describe the true motion of a frame, and any prediction error will be
compensated at the decoder. As a result there is a possibility that the BMA
will not find a suitably matched reference block within the search window.
The block will then be coded as an I-block using intra-coding techniques,
hence motion flow information (i.e. motion vectors) is not available in the
MPEG bit-stream for such blocks. This will occur if the motion is too fast
such that the new location is beyond the search window; when the motion of
an object occludes or uncovers an image segment (i.e. near the object
boundaries); or when object or camera motion causes image segments to
leave or enter the screen (i.e. near the screen boundaries).

While the presence of I-blocks limits the amount of useful data
describing motion within a frame, the main weakness of a BMA technique is
the possibility of the search being prematurely terminated at a wrong
location. This can occur because the search stops at the first pixel that the
MSE is smaller than the set threshold T, and if this first pixel is not where
the MSE is at a minimum, then the search gives an erroneous motion vector.
This premature termination can arise in a dark region where the image grey
level everywhere is low resulting in a very small MSE below the threshold
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T; in a low activity uniform region where the grey level everywhere is almost
the same resulting also in a small MSE; or in a regular region where there
are similar patterns, resulting in unpredictable termination of the LMSE
search.

4.1 Activity measure to detect erroneous motion vectors

As low activity blocks may be coded with unreliable motion vectors,
these motion vectors should be discarded from further motion based
processing [4]. The AC power can be used as a measure of the activity of a
block, and can also be easily calculated in frequency domain from DCT
coefficients contained in MPEG stream. Hence the relationship between the
MSE of a BMA and the AC power of a block must be investigated. Now we
express the MSE in Eq. (6.1) in terms of expectations to better show the
power in the image, i.e.

From the brightness constancy assumption, we can assume the DC level
does not change much between consecutive frames hence the relation in Eq.
(6.2) can be simplified to:

Hence, if the AC power is used as a measure of the activity of a block,
then the activity threshold, is simply a quarter of the threshold T used in
the block matching MSE calculation. For blocks with activity below the
threshold there is a potential for the motion vector search to be
prematurely terminated, so these blocks should be discarded from further
processing. Unfortunately, the threshold T is not defined in the MPEG
standard thus it can vary, and is often not possible to determine (especially in
proprietary video codecs). As a result we need to determine a best estimate
for the activity threshold,

The motion vector fields from a large number of frames from various
MPEG sequences were studied, and motion vectors that did not correspond
to object or camera motion within the frame were marked as unreliable.
Then for varying levels of the percentage of unreliable motion vectors
discarded, and the percentage of the correct motion vectors surviving the
thresholding was calculated. We found the range for that provided the
optimum number of unreliable motion vectors deleted compared with the
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number of correct motion vectors surviving the thresholding process was
from 2.5 to 3.5. An example of this filtering process can be seen in Fig. 6-5.

4.2 Estimating Activity for MPEG P-blocks

The activity of a block can be very simply calculated for an I-block using
the DCT coefficients present in the MPEG bitstream i.e.

where is the ac coefficient corresponding to position (i,j) in the DCT
block.

Inter-frame coded blocks however, do not have DCT coefficients
available, hence the activity of those blocks has to be estimated from the
blocks in the previous frames using the motion vector reference. For each
block in the first P-frame of the GOP (see Fig. 6-2), the reference block from
the previous I-frame is found by projecting the motion for that block back on
to the reference I-frame. The reference block may not overlay an exact
macro-block in the previous frame. As a result, the activity measure is
estimated from the (up to four) macroblocks that it does overlay. This is
done using a simple weighted average (i.e. contribution of a block is
proportional to the area overlaid in that block). In our system, the activity of
a block is calculated solely from the four 8x8 luminance blocks of a 16x16
macroblock because chrominance signals carry no extra activity information.

5. CAMERA MOTION ESTIMATION

When analysing the motion within a video sequence, an important step is
being able to separate the motion of the camera (global motion) and the
motion of objects (local motion). In order to do this we first calculate the
global motion within a frame using a robust Least Median of Squares
estimator to estimate the parameters in a 2-D global motion model.

We use the 4-parameter simplified affine global motion model [5,6] in
Eq. (6.5) where is the motion vector at the pixel in a frame, and
a1, a2, Px, Py are the model parameters, where a1 describes the zoom, a2
the rotation, Px the pan (in the x-direction), and Py the tilt (in the y-
direction) of the camera.
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We use the motion vectors from an MPEG file as the inputs, after
discarding unreliable blocks (Section 4), hence for a frame of N reliably
predicted macroblocks, we have N sets of linear equations, as in Eq. (6.5), to
describe the frames global motion, which in matrix form becomes

where

In order to estimate the model parameters the classical Least Squares
(LS) regression technique is usually used and the pseudo-inverse solution for
X is

This technique, whilst being optimal for data contaminated by Gaussian
noise, is extremely inaccurate in the presence of outlier data. In terms of
global motion, the motion vector field used in the estimation (i.e. after
filtering) could still contain many outliers. These outliers are due to either
object motion, or blocks at the borders of low activity regions in a frame.

We use a robust Least Median-of-Squares (LMedS) technique proposed
by Rousseeuw [7] in which the optimal estimate is obtained by solving the
non-linear minimisation problem

in which is the estimation error or residual. If we let the MPEG motion
vector of macroblock be and the global motion vector be

then
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that is, the optimal estimate gives the smallest value for the median of the
squared residuals of the entire data set. The concept behind a LMedS
estimator is that for a p-parameter model (for global motion model in Eq.
(6,5), p=4), a p-tuple sample is a good fit to the estimator model if the
sample contains p good data points (i.e. without outliers). As a result we can
choose m random p-tuple subsamples to fit the estimator model, and then use
the median of the residuals to select the best fit. If is the fraction of outliers
in the data, then the probability of error that can be tolerated by taking only
m randomly chosen p-tuples instead of all possible combination of tuples is
[7]:

or

Using conservative values of P=0.01 and in Eq. (6.11) gives m = 33
sub-samples. The value of depends primarily on the extent of object
motion in the frame.

For each p-tuple subsample j, we use Eq. (6.7) to calculate the model
parameters and from which we can calculate the global motion field using
Eq. (6.5) for every macroblock i in the frame that contains a reliable motion
vector. Now, for each subsample j, the median of the squared residuals
is calculated, i.e.

We need to determine a weight for the ith observation using a scale
estimate [7] of the dispersion from the median such that outliers are
effectively discarded (having zero weight) from data i.e.

where
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It is obvious that to start the outliers identification process in the LMedS
technique, we need an initial value for the scale estimate This is
proposed as [7]

in which in Eq. (6.15) is calculated from residuals of the LS- estimate
in Eq. (6.7) using all data points. The factor 1.4826 is for consistent
estimation in the presence of Gaussian noise, the term 5/(n-p) is the finite
sample correction factor. Each iteration of Eq. (6.13) and Eq. (6.14) discards
some more outliers and the iteration stops either when converges to less
than 1% of its previous value or when the set limit of say 20 or 30 iterations
is reached. It is suggested [8] that once the above LMedS technique has
discarded most outlier data points, the technique can be refined by a LS
procedure on the remaining mainly inlier data points, an example of which
can be seen in Fig. 6-5.

6. MOTION BASED CLASSIFICATION OF VIDEO
SEQUENCES

In this Section, we describe a method that can successfully classify video
shots into broadly defined video genres [9], S:Sport, N:News, D:Drama and
O:Outdoor or Scenery. We use only low-level motion based metrics to
characterise a video shot, and then use a clustering network to group shots
from similar genres together.

6.1 Spatio-temporal evolution metrics

The motion in a video sequence can be simply defined as how the spatial
content of the frames change in time, and a simplified technique for
describing this, called the activity power flow, is presented [9] (Section
6.1.1). We also use the average object motion intensity (Section 6.1.2) in
order to characterise the motion in a video shot.
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6.1.1 Activity power flow in a video sequence

In Section 4 of this chapter we present a technique of detecting
macroblocks of an MPEG frame with unreliably coded motion vectors using
the activity of a block. We thus divide the macroblocks of an MPEG frame
into three categories: those with reliable predicted motion vectors (C), those
with unreliable predicted motion vectors (W), and those that are intra-frame
coded (I). The total number of macro-blocks in a frame is therefore

We next define the total activity power in one frame in the three
respective categories as and
respectively, where is the average activity factor, which is
defined as the AC power in the block [4], in that category. We use the
second-order statistics, i.e. the mean and the variance as metrics for
the activity power flow. The mean gives a coarse measure of the spatial
content of a sequence, and the variance represents camera and object motion.

Figure 6-4. Example of activity power flow in the three categories of macro-blocks in an
MPEG video shot, (a) Sport, (b) Drama, (c) News, (d) Scenery. [9]

It can be seen from Fig. 6-4 (a) that there are large variations in and
showing that sports shots contain highly irregular camera and object

motion. In contrast, Fig. 6-4 (b) shows that Drama shots can contain
variations in camera and object motion, but the variations are generally
much smoother. Video shots of News (Fig. 6-4 (c)) and Scenery (Fig. 6-4
(d)) contain very low due to the lack of object motion, but scenery clips
generally contain some camera motion resulting in a slight variation in
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6.1.2 Motion Intensity

The motion intensity is a measure of the average magnitude of motion in
a frame and is separated into two categories. The global motion intensity, G,
is calculated from the global motion field (see Section 5) using Eq. (6.17),
and the object motion intensity, O, is calculated using Eq. (6.18) by first
subtracting the global motion from the MPEG motion vectors (see Fig. 6-5).

where C is the number of macroblocks with reliable motion vectors,
is the MPEG motion vector of macroblock and is the

global motion vector. Like the activity power flow, the distribution of
motion intensity across a shot is represented with the second order statistics,
the mean and and variance and of the motion intensity of the
P-frames in a sequence.

Figure 6-5. Motion vector field processing results for a frame with a pan to the right tracking
a car (bottom left of frame). N.B. Shaded blocks in motion vectors fields are I-blocks.
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6.2 RBF Network Classification

A simple clustering network such as a radial basis function (RBF)
network can be trained from a large sample of shots from MPEG sequences
(news, sport, drama, scenery, etc.) to classify the shot content [9]. We
propose that a video shot can be suitably characterised by an 10-dimensional
feature vector

and this vector is used as the input to the RBF (see Fig. 6-6) for
classification into one of the four categories.

Figure 6-6. Diagram of RBF network structure with 10-dimensional input vector, H=4-node
hidden layer, and M=4-node output layer.

We generalise the activation of the RBF nodes to a non-symmetrical
Gaussian receptive field by using the square of Mahalanobis distance in the
Gaussian function. The output of the hth hidden node and H=4
video classes) due to input sample x(k) (k=1,2,...K large) is therefore

where and x(k) are, respectively, the 10-dimensional position vector of
the centre of the hidden node and the input test sample to the node, and
is the distance scaling matrix of the node’s receptive field. gives the
width or the spread of influence of the node and is simply the covariance
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matrix of the training samples assigned to, or captured by the node
cluster. Furthermore, if the components of the feature vector x are
uncorrelated to one another (this assumption is not quite true with x in Eq.
(6.19) but is used to save computing time), then

in which are the variances of the ten components of the characteristic
vector x in Eq. (6.19). The vector contains weights connecting the
input to the hidden node. The squared error of the hidden nodes in
response to the training sample is minimized to train using a gradient
descent approach [10], which iteratively adjusts the weights using Eq. (6.22),
in which is a learning rate which is set to 0.02, and is the desired
activation of the hidden node in response to the training sample.

The output layer of the RBF network consists simply of linear
summation units with linear activation in contrast to the sigmoid activation
of the output nodes in a multilayer perceptron. The network output from the

node due to the data input vector x(k) is therefore

where is the coefficient or the weight from the hidden node to the
output node and M=H). The MxH weight matrix w can be
simply computed so that the norm-2 of the output error is minimised. The
well known pseudo-inverse solution is

where T is the desired (target) MxK output matrix as the result of applying K
training samples to the network, and a is the HxK activation matrix (output)
from the hidden layer in which activations below a small threshold are
excluded to avoid instabilities of the pseudo-inverse solution in Eq. (6.24).
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This supervised training process is done using the input feature vector
from 30 video shots per hidden node, satisfying the requirements regarding
the size of the training set [11].

7. RESULTS AND CONCLUSIONS

A database consisting of 240 video shots was built. This database
consisted of 60 video shots from each category (S, N, D, O). The sports clips
came from a wide range of sports including Aussie Rules Football, Rugby,
Field Hockey, Cycling, Surfing, Snow-Skiing, Netball, and others. The
shots from the news category were all of newsreaders in the studio, as it is
believed that any classification system would need to look for shots of this
nature to identify news sequences. The shots were gathered from a variety
of different news programs. The scenery category contains clips varying
from cityscapes to natural scenes, but with no object motion and smooth
camera motion, such as long pans, as is typical for this genre of program.
The drama category has the broadest range of shots. All shots in this
category contain human interaction, but the spatial content other than this
can vary greatly. The camera and object motion can also vary greatly from
shot to shot, although generally within a shot the variations are smoother
than in the sports category.

The RBF was trained with 30 shots from each category randomly selected
from the database. After training the network, all 240 shots were presented
to the network for classification. This process was undertaken ten times and
the average success of the classification is presented in Table 6-1.

Sport is the best performed category as this domain is the most specific,
containing large variations across a video shot, with some periods of high
object and camera motion and other periods which are quiet. The other well
defined category is News, which contains almost no motion and no variation
from frame to frame. The classification errors present in this category are
due to the broad nature of the two other categories. While they both contain
less variation within a shot than those in the sport category, the amount of
motion from shot to shot is not as well defined, especially for drama.
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Consequently, the clustering of the broader categories is not as precise and
clusters will overlap, resulting in errors in classification. Consequently,
other visual features such as face detection, and audio features may be
needed to enable more robust clustering. These results are promising
enough to indicate the possibility of using these techniques as the first step in
an indexing process in order to minimise the search space by partitioning a
video a database into smaller clusters based on the genre of the video
sequences.
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Application to Digital Image Transmission
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Two-fold turbo codes have been recently introduced as the least complex
member of the multifold turbo code family, and they have been shown to
outperform their conventional symmetric and asymmetric cousins in the
waterfall region. This article introduces a simple method that allows two-fold
turbo codes to offer bi-level unequal error protection. Also, the application of
the unequal error protection to a still image coding technique, i.e. hue-
saturation-luminance coding, is explained and the pixel error performance
results under Gaussian conditions are presented. According to the simulation
results, the proposed scheme outperforms its conventional counterpart by up to
0.7 dB. Furthermore, with the new unequal error protection coding scheme,
under certain channel conditions, significant savings in decoder iterations are
achieved, without compromising the received image quality. Although the
unequal error protection is limited to bi-level within the scope of this article,
same technique can be used to provide multilevel error protection.

Turbo codes, iterative coding, image transmission, multifold turbo codes, two-
fold turbo codes, unequal error protection, multimedia data transmission
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1. INTRODUCTION

Recently, a new approach to turbo coding technique, i.e. multifold turbo
coding [1, 2, 3], has been introduced that significantly improves the error
performance of conventional turbo codes in the waterfall region. The key
concept behind multifold turbo coding is to enhance the randomness of the
conventional turbo codes [4], which is mainly injected by the pseudo-
random interleaving, and to bring the weight spectrum closer to binomial
weight distribution of a random code [5, 6]. This is achieved simply by
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dividing the information bit sequence into equally sized segments, and
taking different combinations of those segments such that each segment
appears in at least two groups. Each combination is consequently interleaved
and encoded as in the conventional turbo coding scheme. At the decoder,
multiple estimates per segment are generated during iterative decoding. It
should be noted that the number of estimates per segment (also referred to as
the ‘fold’ of the code) is equal to the number of groups in which a segment
appears. Therefore, higher the fold of the code, the more reliable the
decoding becomes.

So far the multifold turbo coding technique has been applied in its two-
fold form, where each segment appears in exactly two groups. Two-fold
technique has been applied to both symmetric and asymmetric turbo codes
with well known component codes such as Berrou’s g[37,21], g[23,35] (i.e.
primitive 16 code), CCSDS’ g[23,33], and Costello’s Big Numerator
Accumulator (BNAC) codes. In all simulations two-fold turbo codes have
outperformed their conventional counterparts with moderate information
blocks such as 4096 and 8192 bits. For the details of this study the reader is
referred to Tanriover [2] et al.

This chapter describes the two-fold encoding in detail and introduces a
simple technique that allows two-fold turbo codes to offer bi-level unequal
error protection (UEP). To demonstrate the practicality of the UEP scheme,
transmission of Hue-Saturation-Luminance (HSL) coded still digital images
is also presented. The scalable structure of the two-fold based UEP
technique, and its suitability to different types of data transmission are also
discussed in the later sections of the article.

2. TWO-FOLD TURBO CODING

Two-fold turbo codes are the least complex members of the multifold
turbo code family. We start by describing the coding procedure for the two-
fold codes using Fig. 7-1 as a reference. Each information block at the input
of the two-fold encoder needs to be split into three segments of equal length.
Therefore, we can represent an information block I as the concatenation of
three segments as in equation (7.1), where the special operator represents
serial concatenation.

Prior to interleaving, by taking two segments at a time, all possible
segment couples are concatenated as indicated in equations (7.2) through
(7.4). All the concatenated segment couples, except one, are then interleaved
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using different interleaving sequences. In our example in Fig. 7-1, I{12} and
I{13} are interleaved whereas I{23} is left as is.

Using the same recursive systematic convolutional (RSC) encoder, all the
segment couples (both uninterleaved and interleaved) are encoded and the
corresponding parity sequences are stored. In Fig. 7-1, the parity sequences
generated for I{12}, I{13}, and I(23} are P{12}, P{13}, and P{23}, in
respective order. Note that the information block, I{123}, appears as part of
the codeword since the code is systematic. The mother code rate of a two-
fold turbo encoder is always 1/3, which can be increased by puncturing
codeword. However, in the scope of this chapter, only the unpunctured two-
fold turbo codes will be considered.

Figure 7-1. RSC two-fold encoder

Due to the structure of the two-fold turbo coding, each information
segment is encoded twice as part of two different segment couples. At the
decoder, for each segment two different estimates from two different
constituent decoders are obtained, whereby the reliability of a posteriori
information is improved in comparison to conventional turbo decoding.

Another advantage of two-fold turbo codes is that they introduce a
remarkably low decoding complexity overhead compared to their
conventional cousins while achieving better error performance. Although an
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extra component decoder is required for decoding two-fold codes, as each
component decoder has to deal with an information block that is 1/3 times
shorter than a conventional turbo component decoder’s, the overall
constituent decoder complexity stays the same. However, two-fold decoding
does introduce a small complexity overhead compared to conventional turbo
decoding, which is due to the demultiplexing and multiplexing operations
between consecutive iterations, which are shown in Fig. 7-2. The dashed
horizontal lines represent the constituent decoder pipelines. denotes
the extrinsic output of decoder k, associated with the combination of
segments a and b. stands for the extrinsic input to a constituent decoder.
As can be seen from Fig. 7-2, after each iteration, the output of each decoder
is demultiplexed to its constituent segments, which are subsequently
multiplexed with the associated segments from other decoders, before the
next iteration. Note that during multiplexing, segments from a decoder are
never fed back to it prior to the following iteration. Multiplexing and
demultiplexing operations for the two-fold turbo decoders discussed here
increase the complexity by 0.01% in comparison to their conventional
counterparts [3].

Figure 7-2. Demultiplexing and multiplexing between iterations.

3. TWO-FOLD BASED UEP

In the two-fold coding scheme described until now, as each segment is
encoded twice, every information bit is protected equally. However, by a
simple modification, the same scheme can be used for providing two-level
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unequal error protection as well. More importantly, the UEP scheme
described for two-fold turbo codes can also be extended to higher fold turbo
codes to offer multilevel UEP.

Fig. 7-3 shows the modified two-fold encoder in Fig. 7-1, which
introduces an additional protection level to segment 1. This is achieved
simply by concatenating the first information segment with the information
segment couple I{23}, and leaving I{13} and I{12} unchanged. Note that
this simple modification slightly reduces the mother code rate from 1/3 to
3/10, as P{23} is transformed to P{123}, which is 50% longer. The encoding
procedure remains exactly the same as described in section 2.

Figure 7-3. RSC two-fold encoder used for UEP

At the decoder, as segment 1 is encoded three times, three different
likelihoods are generated for that segment. Similarly, if segment 2 was to be
protected more heavily than segments 1 and 3, in this case I{13} in Fig. 7-1
would be extended to I{123}. A similar modification could also be made to
better protect segment 3 compared to others. Increasing the length of I{12}
and I{13} would cause the length of interleavers and and the
corresponding deinterleavers at the decoder to increase as well, and hence
higher the overall processing overhead. Therefore, from an implementation
point of view, treating segment 1 as the better protected segment at all times
is beneficial as no interleaving/deinterleaving overhead is introduced.

4. UEP APPLICATION TO STILL IMAGE
TRANSMISSION

The two-level UEP offered by the modified two-fold turbo codes is well-
suited for the transmission of hue-saturation-luminance (HSL) coded digital
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images. Description of colour using hue, saturation and luminance has been
introduced by the International Commission on Illumination (CIE) [7], and
relates very closely to human perception of colour.

As the human eye is known to be more sensitive to light intensity
changes than to colour changes, among the three components, the luminance
is the most significant. Hue and saturation components add the colour vector
to the light intensity and they carry equally significant perceptive
information, to which the human eye is less sensitive. In order to illustrate
the information content of HSL images, consider Fig. 7-4, where the source
image ‘truck’ and its HSL decomposition are presented.

Figure 7-4. Hue, saturation and luminance decomposition

Each pixel in the source image is represented by three bytes (one byte per
HSL component). In order to decompose the source image, bytes
corresponding to each colour component are mapped to a new plane,
whereby a grey-scale image for that component is constructed (Fig. 7-4).

Notice how limited the image detail is on the hue and saturation planes.
This is because the hue and the saturation of the source image do not change
as fast as the luminance, and therefore the H and S planes have visually
static areas on them. However, by only looking at the luminance plane, one
can easily perceive almost all image details, such as the contours, shapes,
and light changes, in the source image.
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Due to the sensitivity of our eyes to the light variations, pixel errors on
the L plane are more easily noticed that the ones on the H and S planes, and
therefore during transmission over a noisy channel, the L component needs
to be better protected than the other two. Equal error protection can be
applied to the H and S planes, as there is no significant difference in the
information they carry. Therefore, in the proposed two-fold based UEP
scheme, segment 1 is dedicated to the transmission of the L plane, whereas
segments 2 and 3 are allocated to the H and S planes, respectively.

5. PIXEL ERROR RATE (PER)

While assessing the error performance of still image transmissions,
considering pixel errors rather than bit or frame errors closely represents
how the human eye actually receives channel errors. Depending on the
location of bit errors, visually, two still images with identical bit error rates
may be perceived quite differently [3, 8]. Therefore, the error performance
results presented in this chapter are in terms of PER, which is described in
the rest of this section.

In order to quantify the visual disturbance introduced by the channel
noise, the colour difference between the received and the transmitted pixels
needs to be calculated. For an n-colour digital image, the maximum possible
colour displacement between any two received pixels is (n-1). If, for a pixel
i, the transmitted and the decoded pixel values are denoted as, and
respectively, for i can be calculated as in equation (7.5).

For a transmitted source image with K pixels, the PER can be calculated
as in equation (7.6). Note that the PER can be interpreted as the average
colour corruption on a digital image.
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6. RESULTS

The PER performance of HSL coded image truck has been evaluated
using a conventional turbo code (CL) and its modified two-fold (MTF)
equivalent. The mother code rate for the CL is 1/3, whereas for the MTF this
is 3/10. A moderate information frame size of 4608 bits was chosen for both
schemes. As the component code, the 4-state g[7,5] RSC code was used and
the decoding was performed in parallel using the max-log MAP algorithm.

Fig. 7-5 presents the comparative PER performance of the CL and the
MTF for 2, 4, 8 and 16 iterations. It can be seen that at 4 MTF
iterations (4i-MTF) provides roughly 0.7 dB gain over the CL scheme (4i-
CL). More importantly, at Eb/No ratios higher than 0.75 dB, the pixel
corruption of the decoded images with 4 MTF iterations is far less than that
of the 8 and 16 CL iterations.

Figure 7-5. Pixel error performance.

To illustrate the PER of each plane, Fig. 7-6 has been included, which
clearly shows the superior pixel error performance of the MTF over the CL
scheme. For the H and S planes, the 1.0 dB gain at which is
achieved by the MTF over the CL, is due to the error performance
improvement of the two-fold turbo codes over the conventional turbo codes.
However, the improved error performance for the L plane is a combined gain
of the two-fold turbo coding and the UEP offered by the MTF scheme.
Comparison of the L-MTF and the H-MTF and S-MTF curves shows that
the unequal error protection scheme introduces an additional 0.2 dB gain to
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the two-fold turbo coding at Most of all, the L-MTF curve
achieves about 1.2 dB gain over the L-CL curve at the same PER.

Figure 7-6. Pixel error performance of HSL, planes

7. CONCLUSIONS

In this chapter, an unequal error protection scheme using modified two-
fold turbo codes has been introduced for reliable transmission of HSL coded
still images in noisy channels. Using the PER to quantify the visual
disturbance on a pixel basis, a conventional turbo code performance has
been compared to its modified two-fold counterpart. It has been shown that
for 4 iterations, 0.7 dB gain over the CL scheme could be achieved using the
MTF turbo code at Moreover, for higher than 0.75 dB, with
only 4 MTF iterations, the decoded HSL images can have better visual
quality than those decoded with 16 CL iterations.

Besides the two-fold turbo codes discussed here, alternative unequal error
protection schemes can also be developed by modifying higher fold turbo
codes, and the number of protection levels can be increased as required.
Such systems could be extremely versatile for future wireless multimedia
applications. One example to this might be the transmission of compressed
audio, still image and textual information within the same multifold turbo
code information frame, which can offer different protection levels for each
data type allowing efficient utilization of bandwidth.
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We present a novel maximum-likelihood (ML) algorithm for joint de-
lay estimation and frame synchronization. The algorithm operates on
coded signals and exploits the code properties by accepting soft infor-
mation from the MAP decoder. Issues of convergence are addressed
and we show how computational complexity may be reduced without
any performance degradation. Simulation results are presented for con-
volutional and turbo codes, and are compared to performance results of
conventional algorithms both in terms of mean square estimation error
(MSEE) and BER. We show that code-aided delay estimation always
improves the MSEE, but not necessarily the BER. On the other hand,
code-aided frame synchronization is mandatory, in order to avoid either
significant BER degradations or the need for very long pilot sequences.

turbo synchronization, delay estimation, frame synchronization, EM al-
gorithm

1. INTRODUCTION
In packet-based communications, frames arrive at the receiver with

an unknown propagation delay that varies from packet to packet. When
delay estimation (DE) is performed by means of a conventional non-data
aided (NDA) algorithm [1], the resulting estimate exhibits an ambiguity,
due to the cyclostationary nature of the transmitted signal. Resolution

*This work has been supported by the Interuniversity Attraction Poles Program P5/11 -
Belgian Science Policy.
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of this ambiguity is known as frame synchronization (FS). Frame syn-
chronization can be accomplished by exploiting the presence of a known
pilot sequence in the transmitted data stream [2]. Since a frame synchro-
nization failure gives rise to the loss of an entire packet, its probability
of occurrence should be made sufficiently small. At the same time the
pilot sequence must not be too long as it reduces the spectral efficiency
of the system.

Although conventional estimation algorithms perform well for un-
coded systems, a different approach needs to be taken when powerful
error-correcting codes are used. These operate typically at low SNR,
making the estimation process more difficult. By exploiting the knowl-
edge of certain code properties, a more accurate estimate may be ob-
tained. Iterative delay estimation and detection is performed in [3] but
the problems of convergence and frame synchronization were not ad-
dressed, nor were comparisons made with conventional NDA estimation
schemes. In [4] soft bits from the decoder are fed to a Mueller and Muller
timing error detector in an iterative fashion. Yet another approach was
taken in [5]: delay estimation and frame synchronization are performed
through soft-bit combining. A theoretical framework for code-aided es-
timation was proposed in [6] but only applied to phase estimation.

In order to combine frame synchronization and decoding, various ap-
proaches have been proposed: [7] uses a list-based synchronizer and
makes the pilot sequence part of the codeword, thus forcing the coder
into a sequence of known states. The decoder verifies this sequence to
determine whether or not frame synchronization is achieved. In [8] the
so-called path surface metric, based on on the forward and backward
metrics in the BCJR decoding algorithm [9], is used for frame synchro-
nization. The properties of this metric change when the decoder is not
synchronized. Recently, a frame synchronizer based on the distribution
of the log-likelihood ratios at the output of the decoder was investigated
[10]. Finally, in [11], we investigated an EM-based frame synchroniza-
tion algorithm. However, the impact of imperfect delay estimation has
not been considered in the above papers.

This chapter addresses the problem of joint delay estimation and
frame synchronization for coded systems. Based on [6] we make use
of the EM-algorithm [12] to derive a method to perform joint DE&FS.
Convergence issues of the EM-based algorithm are discussed in detail.
Through computer simulations, we make comparisons, in terms of mean
square estimation error (MSEE) and BER, with known schemes from
literature. We show that the EM DE algorithm is especially well suited
to situations where conventional NDA algorithms fail to provide reliable
estimates. Finally, we demonstrate that as far as FS is concerned, ap-
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plication of the EM FS algorithm leads to a very significant reduction in
the required number of pilot symbols, as compared to conventional FS
algorithms.

2. SYSTEM DESCRIPTION
We assume data symbols transmitted in frames of N symbols. Frames

consist of a pilot sequence (p) of length L and a data sequence (d) of
length N – L. Some form of energy detection is assumed to roughly
determine the arrival of a burst within symbol intervals. In the
presence of an unknown timing delay, the received signal is given by

where a = [pd] is the vector of transmitted M-PSK1 symbols with
and T is the symbol duration. The transmit pulse, is

a square-root cosine-roll-off unit energy pulse with roll-off and one-
sided bandwidth and is a complex AWGN
process with spectral density with the energy per symbol.
The incoming signal is bandlimited and filtered at a rate When

is sufficiently small, any subsequent processing can be performed in
the digital domain. We further break up as where

and denote the integer part and the
fractional part of the time delay, respectively. The DE algorithm involves
the estimation of the continuous parameter or whereas FS refers to
the estimation of the discrete parameter Estimation of and will
be denoted ’DE’ and ’total DE’, respectively, wherever it is appropriate
to make such a distinction.

3. ML ESTIMATION THROUGH THE EM
ALGORITHM

Assume we want to estimate a (discrete or continuous) parameter
from an observation vector r in the presence of a so-called nuisance vector
a. The maximum likelihood estimate of maximizes the log-likelihood
function:

where

1generalization to other constellations is straightforward
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Often is difficult to calculate. The EM algorithm [12] is a

method that iteratively solves (8.2). Defining the complete data x =
[r,a], the EM algorithm breaks up in two parts: the Expectation part
(Eq. 8.3) and the Maximization part (Eq. 8.4):

It has been shown that converges to a stationary point of the
likelihood function under fairly general conditions [12]. However, when
the initial estimate is not sufficiently close to the ML value, the
EM algorithm may converge to a local maximum or a saddle point in-
stead of the global maximum of the likelihood function. To avoid these
convergence problems, we propose the following solution [11]. Assuming

we have K initial estimates we apply the EM algorithm

((8.3)-(8.4)) K times, each with a different initial estimate; after conver-

gence this will result in K tentative estimates The final
estimate of is the tentative estimate with the largest likelihood:

As the computation of the likelihood function is generally in-
tractable, we resort to the following approximation:

The EM algorithm can easily be extended to acquire the Maximum a
Posteriori (MAP) estimate of by taking the a priori distribution
into account in (8.3).

4. CODE-AIDED DE AND FS
Denoting by r a random vector obtained by expanding onto a

suitable basis, we now make use of the EM algorithm for estimating
the propagation delay, Let us define the complete data as x = [r, d].
Taking (8.1) into account, we obtain, ommiting terms that do not depend
on and d
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Since d and are independent, (8.3) then becomes

where Hence, is the signal obtained by filtering
the received signal by a filter, matched to the transmit
pulse. We can break up as follows:

where

and

wherein

denotes the a posteriori average of the data symbol Here is the
set of constellation points. The quantity can be interpreted as a
soft symbol decision: it is a weighted average of all possible constellation
points. The a posteriori symbol probabilities in (8.10) can be provided
by the MAP decoder [9]. This implies that the algorithm can be applied
to a wide variety of codes such as convolutional codes, turbo codes,
LDPC codes, repeat-accumulate codes etc. Application of (8.4) yields
the following iterative algorithm for total DE:

The algorithm starts with from some initial estimate How
such an initial estimate may be obtained, will be discussed in section 5.
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5. CONVENTIONAL DE AND FS
A data-aided (DA) estimate of the delay can be obtained from the

pilot symbols as

where is defined in (8.8). Note that in (8.12) the portion of the
signal corresponding to the data symbols is not exploited.

A NDA delay estimator, such as an Oerder&Meyr (O&M) estimator
[1], does make use of the signal portion containing the unknown data
symbols:

Observe that the estimator (8.13) only provides an estimate of the frac-
tional part of the delay, rather than the total delay This is due to
the cyclostationary nature of the transmitted signal. Hence, the NDA
fractional DE must be combined with a frame synchronization algorithm
that estimates the integer part of the delay. A well known DA FS algo-
rithm is [13]:

The performance of this correlation technique is close to that of the ML
frame synchronization rule for uncoded transmission [2].

6. CONVERGENCE PROPERTIES
When the initial delay estimate, to be used in (8.11), is provided

by a NDA estimator, it may or may not be close to the true value
(depending on the value of ). In order to illustrate the convergence
properties of the EM total DE algorithm (8.11) in the case of (rate 1/3)
turbo encoded BPSK, we consider Fig. 8-1.

The top part of the figure shows, for different SNR,
as a function of with denoting the normalized
delay estimation error at the iteration2. The negative and positive
zero-crossings of correspond to the stable and unstable
equilibrium points of the EM algorithm. The stable equilibrium points
are at with whereas the unstable equilibrium points are

2note that Fig. 8-1 is independent of the iteration index ‘n’
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Figure 8-1. Convergence behavior for EM delay estimation for 50% roll-off as a
function of the estimation error for rate 1/3 turbo coded BSPK transmission. These
results are obtained through computer simulation.

at with Hence, the acquisition range of the EM
algorithm for BPSK is corresponding to a maximum allow-
able initial delay error magnitude of T/2. We note that for convolutional
codes (results not shown), the periodic trellis will result in a periodicity
in no periodicity is present for turbo-coding, because
the corresponding trellis is time-varying.

The bottom part of the figure shows, as a function of and for dif-
ferent SNR, The stable (unstable) equilibrium points
correspond to local maxima (minima) of These curves reflect
the earlier observed non-periodicity associated with the turbo code. For
a convolutional code (results not shown) will be peri-
odic, making the FS process more error-prone.

In general, an obvious way around any inherent periodicity in the
code, is placing a pseudo-random bit-interleaver between the encoder
and the mapper3, as happens in BICM schemes [14]. As the interleaver
breaks all periodicity, the corresponding FS algorithm will have conver-
gence properties similar to those of the FS algorithm for a random-like

3the mapper converts groups of bits to symbols in the constellation
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code (such as the turbo code from Fig. 8-1). We therefore expect the
EM algorithm to be able to detect any delay shift in any coded system,
even when no pilot symbols are present.

From the above it follows that using a NDA delay estimate from (8.13)
as initial estimate for the EM algorithm (8.11) might cause convergence
to an erroneous equilibrium point when is nonzero. If we prefer a
DA initial estimate (8.12), a long pilot sequence is needed to keep the
variance of the estimate within acceptable limits. Instead, we propose to
apply the EM algorithm with NDA initialization, but with rather
than one initial estimate:

where is obtained from the NDA algorithm (8.13), and the integer
is a design parameter. Applying the EM algorithm will result

in tentative estimates. The final delay estimate is then obtained
according to (8.6) with This way, we can be sure that K initial
estimates yield a corresponding initial normalized error within the
acquisition range of the EM algorithm. Strictly speaking K = 1 is
sufficient, but we will point out in the next section the advantage of
taking K > 1. In the remainder of this chapter we will denote the EM
algorithm with initial values by ‘EM-K’.

In the case of perfect FS (i.e., is known) this EM algorithm can
easily be specialized into a purely DE algorithm by retaining from (8.15)
only the K initial estimates closest to and applying algorithm (8.11).
Similarly, the EM algorithm can be modified to a FS algorithm by fixing

and then applying (8.6) with

7. PERFORMANCE RESULTS
We evaluate the performance of the EM algorithm for DE and FS

when applied to a convolutionally coded and a turbo coded system with
BPSK mapping, and a roll-off of 0.1.

The convolutional code is systematic and recursive with rate 1/2, gen-
erator polynomials and constraint length 5; codewords consist
of 512 BPSK symbols (not counting pilot symbols).

The turbo code consists of the parallel concatenation of two convo-
lutional encoders, separated by an interleaver; codewords consist of 999
BPSK symbols. At each iteration of the EM algorithm, we have re-
initialized the (iterative) turbo-decoding algorithm with uniform a priori
information.

Maximization in (8.11) is performed through the well-known Newton-
Raphson algorithm. For signal reconstruction (i.e., computing
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in (8.8) and (8.9) from the samples we have used a 6-tap poly-
nomial Lagrange interpolator.

The performance of the DE algorithm is evaluated in term of the
MSEE. The MSEE is compared with the Modified Cramer-Rao bound
(MCRB). The MCRB is a lower bound for the MSEE of any unbiased
estimator [15]. The DE algorithms and the FS algorithms are further
evaluated in terms of their BER performance.

Computational complexity Fig. 8-1 gives the impression that ap-
plying the EM-1 algorithm (8.11) with initial estimates should be
sufficient to avoid any convergence problems and thus to always obtain
the ML estimate. However, occasional convergence to an incorrect fixed
point may still occur when the initial estimate of is too far away from
the ML estimate, i.e., when the O&M algorithm gives rise to an outlier.
In order to cope with those situations, we propose to use the EM-2 algo-
rithm, rather than the EM-1 algorithm. Although this approach appears
to double the computational complexity, this is not necessarily so: de-
noting the decoding time per frame by D, and the number of iterations
of (8.11) by I (i.e., the number of EM iterations), the computational
complexities of EM-K is of the order However, by increasing
K, the number of iterations I can be reduced: from Fig. 8-1 we see that
smaller estimation errors lead to faster convergence (i.e., less EM itera-
tions). So, not only is EM-K able to solve convergence problems caused
by outliers, it is able to do so at fewer iterations.

For iterative decoding algorithms, complexity can be further reduced
by merging the decoding iterations with the estimation iterations [6]:
at each EM iteration, only one decoding iteration is performed; at the
start of a given decoding iteration, the decoder is initialized with the a
priori probabilities obtained during the previous (EM) iteration. With
this technique, the number of EM iterations needed to achieve conver-
gence will be higher, but each EM iteration will have low computational
complexity; the net effect is a substantial reduction in computational
complexity.

Delay estimation Let us consider in Fig. 8-2 the performance related
to the convolutional code. On the left part of Fig. 8-2 we show the MSEE
of the O&M estimator and the EM-1 estimator, assuming perfect FS. We
observe that application of the EM algorithm yields the smaller MSEE.
The EM-1 estimator is very close to the MCRB for SNR above 2.0 dB.
To see how this translates in BER performance, we observe the right part
of Fig. 8-2. The O&M estimator results in BER degradations of around
0.5 dB, as compared to the perfect synchronization case. Application
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Figure 8-2. Fractional delay estimation performance for the convolutional code in
terms of MSEE (left) and BER (right). Perfect frame synchronization is assumed.

Figure 8-3. Fractional delay estimation performance for the turbo code in terms of
MSEE (left) and BER (right). Perfect frame synchronization is assumed.

of the EM-1 estimator results in a negligible BER degradation for all
considered SNR. We have verified (results not shown) that when the roll-
off is increased, the BER degradation of the O&M estimator compared
to perfect synchronization performance is reduced. Hence, is such cases
the EM-1 estimator will reduce the MSEE, but will not always noticeably
improve the BER performance.

For the turbo code, we show results in Fig. 8-3. Again the EM-
1 estimator reduces the MSEE as compared to the O&M estimator.
However, the MCRB is not reached for any of the considered SNR values.
Application of the EM-2 algorithm, as described in section 6, reduces
the MSEE even more. The MCRB is now reached for an SNR above 1.5
dB. It is interesting to investigate the corresponding BER performance
(in the right part of Fig. 8-3): the O&M estimator results in significant
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Figure 8-4. Frame synchronization performance for the convolutional code (left) and
the turbo code (right). Perfect fractional delay estimation is assumed.

BER degradations (over 1.5 dB at a BER of The EM-1 estimator
can somewhat reduce the degradation to less than 1.0 dB. The EM-2
estimator on the other hand, is able to reduce the BER degradation to
less than 0.1 dB for all SNR.

We conclude that although the EM-K estimator always reduces the
MSEE degradation (expressed in dB) as compared to the O&M estima-
tor, this does not necessarily translate in a comparable gain in terms of
BER degradation. The choice to use either O&M, EM-1 or EM-2 has to
be made on a case by case basis.

Frame synchronization Under the assumption of perfect fractional
DE (i.e., ) and Fig. 8-4 shows the BER performance
resulting from various FS algorithms (we remind that L denotes the
length of the pilot sequence, expressed in symbols):

CORR-L: the conventional correlation rule (8.14).
EM-L: the EM-based FS algorithm (i.e., (8.6) with ) with

initial estimates.
REEN-L: a code-aided algorithm from [16]. It is similar to (8.11),

only now correlation is not performed with soft data symbols but with
the sequence of data symbols obtained by re-encoding and re-mapping
the decoded information sequence.

MS-L: a code-aided algorithm from [10]. This algorithm is based on
Mode Separation: the log-likelihood ratios (LLR) at the output of the
decoder have a bimodal distribution. The distance between these two
modes is large (resp. small) when FS is achieved (resp. not achieved).
The delay shift corresponding to the maximum distance is the estimated
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delay shift. Note that this algorithm cannot easily be modified to per-
form joint FS and DE.

When an interleaver is present between the coder and the modulator,
this is mentioned explicitly in the labels of the graphs.

As far as the convolutional code is concerned, we observe that for
the correlation rule a pilot sequence of around 15 symbols is necessary
if we wish to avoid high BER degradations. The EM-based algorithm
without interleaver has fairly poor performance when L = 0. However,
when we include an interleaver between the encoder and the mapper,
the EM algorithm causes no noticeable performance degradation. The
re-encoding rule achieves good BER performance only for SNR above
4 dB. Finally, the MS algorithm has a BER performance similar to the
EM FS algorithm. However, we have verified (results not shown) that
the MS FS algorithm has a higher FS error rate (i.e., a higher percentage
of incorrect estimates of ).

Similar results are shown for the turbo code in the right part of Fig. 8-
4. Without a pilot sequence, the re-encoding algorithm results in a
small BER degradation for SNR below 2.0 dB. The other code-aided
algorithms achieve almost perfect BER performance for all considered
SNR. The data-aided correlation rule requires many pilot symbols and
gives rise to an error floor.

We conclude that the EM algorithm is able to perform FS without
any performance degradation even when no pilot sequence is present.
Consequently, as compared to conventional algorithms that need pilot
symbols, the EM algorithm may increase the overall spectral efficiency
of the system.

Joint delay estimation and frame synchronization In Fig. 8-5,
we perform joint fractional DE and FS. The conventional algorithms (i.e.,
NDA DE with DA FS) result in performance degradations as compared
to the reference BER curves (e.g., at around 0.4 dB for
the turbo code and 1.5 dB for the conv. code). In both cases the BER
degradations is mainly due to imperfect NDA DE. The EM algorithm is
able to reduce the degradation of the delay estimator and at the same
time perform frame synchronization without requiring a pilot sequence.

8. CONCLUSIONS
This contribution has considered the problem of joint delay estimation

(DE) and frame synchronization (FS) in coded systems. Based on the
EM algorithm, we have shown how joint ML DE & FS may be performed
and how convergence issues may be approached. We have compared
the performance of the proposed scheme with known algorithms from
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Figure 8-5. Joint FS and DE for the convolutional code (CC) and the turbo code
(TC)

literature. The considered performance measures are the mean square
estimation error and the BER. Through simulation we have shown that
in those cases where conventional schemes fail to deliver reliable delay
estimates, the proposed algorithm achieves excellent BER performance,
albeit at an increased computational complexity. In any case, code-aided
FS can be used to avoid the use of long pilot sequences, thus increasing
the overall spectral efficiency.
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Abstract: In this paper a new blind sequence detection algorithm has been proposed. It
has a significant robustness against bit shift ambiguity in comparison to
existing blind sequence detection algorithm with coded system. The Viterbi
algorithm is extended to a blind form with new branch metric criterion.
Significant gain (as much as 8dB) has been achieved in Signal to Noise Ratio
(SNR) at the BER level of due to the resistance against the error
propagation.

Key words: Maximum Likelihood (ML), Per-Survivor Processing (PSP), Viterbi algorithm,

BPSK, Bit shift ambiguity, Inter symbol interference (ISI).

1. INTRODUCTION

Recently different blind sequence detection algorithms have been
proposed in [1-7]. The Viterbi algorithm has extended to the blind form
where the branch metrics has been calculated from the short time average of
the squared error and the instants of the Viterbi algorithm is defined from all
possible candidate sequences within that specific short time average
[1,4,6,7]. Test vector has to be generated to build some priory knowledge as
proposed in [2]. Both of these blind sequence detection algorithms are
without the knowledge of the channel response. These algorithms have delay
and bit-shift ambiguity which are most common problem in any existing
blind detection procedure. Using this algorithm there would be at least two
most probable candidates, which is due to the bit-shift even though we are
expecting a unique sequence. One of the most important weaknesses of [1,2]
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is that for every set of the transmitted sequence there would be a pair of
candidate sequences but we have to choose only one. However, there is no
comment on this decision criterion. Recently, another simplified maximum
likelihood (ML) sequence detection algorithm, namely Per-Survivor
Processing (PSP) had been proposed in [8]. In PSP it has been considered to
transmit a preamble to have the initial estimate of the channel. Also it has
been assumed that the first and the last bits are known. In this paper we
proposed an algorithm that clarifies how to obtain a unique sequence without
sending any preambles or midambles. New branch metric parameter has
been proposed to implement Viterbi algorithm for ML detection. Using the
proposed algorithm we found the followings:

1.

2.

3.

4.

One of the most common problems with blind detection namely bit
shift ambiguity has been eliminated under realistic scenarios.

Computational complexity is exactly the same as in [1,4] but SNR
gain is 8dB against baud rate sampling and 1.5dB over double
sampling.

For the same level of BER ( e.g there is 8dB SNR gain over the
algorithms in [8] where preambles are used for the initial estimate of
the channel and the first bit and last bit at the truncation are
assumed to be known.

The proposed algorithm is applicable to multiple inputs multiple
output (MIMO) system with optimal ordering scheme.

Rest of the chapter has been organized in the following order. In section
2 the system model has been discussed that has been used for the algorithm
performance analysis. Proposed algorithm has been described in section 3.
The algorithm has been described in step-by-step manner at the end of the
section. Simulation results and some comparisons with existing result
presented in section 4 and finally the conclusion in section 5.

2. SYSTEM MODEL

A fast fading wireless communication channel with Inter-Symbol
Interference (ISI) has been considered. The transmitter-receiver Structure of
the proposed detection algorithm is shown in Fig. 9-1. Blocks of information
sent to the convolution encoder. Encoded information sequence block
mapped into base-band modulation scheme and transmitted to the Inter-
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Symbol Interference channel, which includes additive white Gaussian noise
(AWGN) to the original transmitted signal.

Figure 9-1. Proposed Transmitter-Receiver Structure.

Then the noise-contaminated signal processed using the proposed blind
detection algorithm, followed by passing through the base band demodulator
and decoder. Let us assume the transmitted sequence with a block length L
is

where, is additive white Gaussian noise and mark ^ denotes the estimate
and N defines the number of channel co-efficient (rays) of the assumed
channel. It should be mention that the length of memory should be greater
than that of the channel length. For simplest case, let N=2 and memory
length 4.
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It is assumed that M is the segment size, that is, in each step of
processing there are M number of samples taken into account. Hence, on the
detection process the candidate vector size at initial acquisition
(synchronization) and onward is (M+N-1) where N is the length of the ISI
channel. For each instant, it would be required to calculate branch
metrics. In [1,4] branch metric whose cost factor derived from squared error
criterion. The condition used in [1] is that the total no of sample processed at
some instance, i. e, the length of the segment (M) should be greater than the
length of the ISI channel. For time varying channel the length of the segment
determines a trade-off between accuracy of the response estimation and the
tracking ability of the channel. In practical implementation, however, a
sorter segment is more advantageous [1].

3. DESCRIPTION OF THE ALGORITHM

Let us assume that the ISI channel and the segment size M
has been considered. Hence the length of the candidate vector will be (M+N-
1). For example if M=5 is assumed, the original information block
transmitted within the segment of samples are
Then the received sample matrix within the segment is

where

and n is the AWGN. According to [1], at the receiving end the branch metric
those calculated using squared error criterion given by the following
equation:
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where Â is an estimate of the candidate metric and the minimum value of
gives the true block of sequence of length m with higher confidences

factor, At the same time there would be another block of sequence with same
confidence factor, which is the mirror replica (with opposite sign) of the true
candidate block. That is if is the true sequence block with squared error

then there would be another sequence block in the candidate state set
with same value of which would be exactly The equality of the
confidence factors of the true and replica sequence block make it difficult to
construct a one to one correspondence with true transmitted sequence and a
candidate sequence in any ML blind sequence detection scheme. Hence
causes bit shift or phase ambiguity. To avoid this problem in this context it is
proposed to calculate branch metric using the following relation.

where and is the reference channel which is an ideal inter-
symbol interference (ISI) free channel of same span length as the estimated
channel. That is

when the channel coefficients are considered real and when the channel is
considered complex then

when the channel is considered complex and where n is channel span size.
Eqs. (9.7) and (9.9) refer to the channels with single input single output
system and the eqs. (9.8) and (9.10) correspond to multiple input multiple
output (MIMO) systems respectively. Eqs. (9.7) and (9.8) representing a
reference channel with real coefficients and (9.9) and (9.10) for complex
coefficients. It has to be mention that the matrix Â with candidate vector is
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always a non-square matrix according to condition mentioned above and
hence is a Moore-Penrose inverse.

Figure 9-2. Calculated branch metric; (a) with the algorithm in [1], (b) with the proposed
algorithm

Fig.9-2 (a) and (b) show the calculated branch metric at any instantaneous
block of sequence with 6 bits. In Fig.9-2. (a), it has been observed that there
are two branch metrics with minimum cost which are exact mirror replica to
one other. In [1,2,4], no recommendation had but had been proposed about
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this problem. Hence it is very difficult to make a one to one correspondence
with any specific candidate vector. In contrary, using the proposed branch
metric criteria there always exist a unique candidate vector with the
minimum cost and its mirror replica, which causes bit shift ambiguity, will
have totally different cost which is higher than the cost of the true block. A
sample branch metric value with all possible 6-bit long candidate vectors
with 10dB SNR are given in Fig.9-2 (b). As we considered (L+1) bits have
been transmitted, through an ISI channel length 2, there are L samples to
containing the desired block of information. From these L samples there are
M samples that has been processed at each instant and sliding the
segmentation window up to the dead end by moving one sample forward in
each step. By doing so there would be K possible processing steps where K
= (L – M +1) and in every step there are candidate vectors to
consider to calculate branch metric. Hence the size of the matrix C that
contains the calculated branch metric at any instant becomes (R × K). Then
the Viterbi algorithm has been used to track surviving states with minimum
cost from the matrix C and eventually the possible block of transmitted
sequence. This detected sequence block has been sent to the convolution
decoder at the receiver to recover the original information that has been
transmitted from the transmitting end.

Proposed Algorithm

Step. 1: Initialize, segment size M, channel length N, the number of
samples to process.

Step. 2: Build the matrix C by calculating by using the equation

where i = 1, 2, …R, and j= 1, 2, …K.

Step. 3: Calculate path metric for all possible paths from the values
in matrix C where i = 1, 2, ...R and can be calculated from the
equation below
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where and represents the branch metric of the state (j+1)
proceeded from state j with 1 and -1 as the latest bit respectively.

Step. 4: Choose the path with minimum path metric and track the
bits through the path, which will be considered as the detected sequence.
More improvement has been found while proposed branch metric has
been used along with the short time averaged squared error. The modified
branch metric defined as

Subsequently, the improved blind sequence detection algorithm steps are
as follows including steps 1-2 as mentioned earlier.

Step 5: Calculate the branch metric for each possible
candidate vector.

Step 6: For each branch leading to node to
compare for all possible candidates vectors and select the candidate
with minimum branch metric Using proposed detection algorithm
there would be a unique set of candidate vector with minimum

Step 7: Starting from initial state calculate the path metric for each
node up to the dead end of the train of sequence and select the sequence
train with minimum path metric where k is the time instant, varies from 1
to the length of the train of sequence and m is the state (node) at any
instant, varies from 1 to (L is the modulation constellation number, 2
for BPSK; M is the segmentation window). The values of would be
calculated by using the following equations:

4. SIMULATION RESULTS

4.1 BER Performance

Jakes channel of length 2 has been considered for BER performance
analysis, while the proposed algorithm has been implemented in the receiver.
For the system with coding, the generator polynomial
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has been used. Binary phase shift keying (BPSK) has been used as base band
modulation. Simulation results have been shown in Fig. 9-3. to Fig. 9-6. In
Fig. 9-3., the BER performance of the proposed algorithm compared with
the system with known pilot symbol at certain interval (one option for Per-
Survivor Processing (PSP) [8]) has been shown. Fig. 9-4 shows the BER
performance comparison among the proposed algorithm, PSP [8] and the
work in [4]. From Fig. 9-3. and 9-4., it can be concluded that to reach at
BER level there is 8dB SNR gain has been achieved with the proposed
algorithm over the recently proposed PSP ML detection technique [8].
Proposed algorithm requires higher computational complexity than that of
PSP, where PSP requires the initial estimate of the channel. Fig 9-5(a) shows
a comparison between the blind scheme in [1] and the proposed algorithm. A
gain of 3dB has been achieved over the algorithm proposed in [1] for baud
rate sampling. Fig. 9-5(b) shows a comparison of the BER performance with
branch metric (estimated using only the Euclidian distance) and the
improved branch metric (estimated using both the Euclidian
distance along with the squared error). For both of the cases a system with
convolutional code has been considered. In Fig. 9-5(c), the BER
performance of the proposed algorithm for the system with coding has been
compared with exiting blind algorithms. As mentioned earlier, by increasing
the segment length it is possible to improve the BER performance
significantly with the cost of higher computational complexity. The proposed
algorithm can be implemented on existing DSPs regardless of the increased
computational complexity.

Figure 9-3. BER performance of the proposed algorithm.
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Figure 9-4. BER performance Comparison of the proposed algorithm with some existing ML
detection techniques.
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Figure 9-5. BER performance; (a) with the proposed algorithm, (b) with the proposed

algorithm using channel length 2 and conv. code [7,5], (c) comparison with the existing

algorithm.
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Figure 9-6. Influence of the segment length and the generator metric on BER performance

4.2 Receiver scalability

As mentioned in [1], the accuracy in the estimate of the channel increases by
increasing the length of the processing or segmentation window.
Consequently, the receiver BER performance improves. To achieve better
BER performance the computational complexity will be exponentially
higher. Fig. 9-6. shows the effects of the variation in the segmentation
window for a different coded system. The higher the constrain length of the
convolutional coded scheme the better the BER performance due the
characteristics of the convolutional code. It is concluded that the proposed
algorithm is highly scalable in terms of the computational complexity.
Further BER improvements are achieved by additional computational
complexity. Fig. 9-6 shows a comparative study of BER performance of the
proposed receivers with various segmentation windows and constrain
lengths of the used coded systems. From Fig. 9-6 it is concluded that a
receiver can be designed with required BER (QoS) level at the expanse of
computational complexity. The parameters involved with this trade-off are
the segmentation window and the constrain length of the coded system.
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5. CONCLUSION

A new blind sequence detection exploiting Viterbi algorithm has been
proposed. Bit shift ambiguity due to the channel uncertainty can be
completely reduced by using the proposed algorithm. One of the most
common problems with blind detection namely bit shift ambiguity has been
eliminated under realistic scenarios. Computational complexity is exactly the
same as in [1,4], while SNR gain is 8dB at baud rate sampling and 1.5dB at
double sampling. With an appropriate ordering scheme, the proposed
algorithm can be implemented for MIMO receiver.

REFERENCES

1.

2.

3.

4.

5.

6.

7.

8.

Y. Sato, “ Blind Sequence Detection and Its Application to Digital Mobile
Communication”, IEEE Journal on Selected Area on Communications, Vol. 13, No. 1,
January 1995, pp. 49–58.
Xiaohua Li, “Blind Sequence Detection Without Channel Estimation”, IEEE Trans.
on Signal Processing, vol. 50, No 7, July 2002, pp . 1735 – 1746.
H. Kubo, K. Murakami and T. Fujino, “Adaptive Maximum-Likelihood Sequence
Estimation by means of Combined Equalization and Decoding in Fading
Environments”, ”, IEEE Journal on Selected Area on Communications, Vol. 13, No.
1, January 1995, pp. 102–109.
Y. Li, B. Vucetic and Y. Sato, “Decoding of Convolutional Codes by Viterbi Blind
Algorithm”, Proc. of ICCS/ISITA , Singapore, Nov. 16-20, 1992, pp. 877-881.
K. Metzger, “A New Concept for Simplified Viterbi detection”, Proc. of ICCS/ISITA,
Singapore. Nov. 16-20, 1992, pp. 1307-1311.
Y. Sato, “A Blind Sequence detection over Rapidly Time -Varying channel and its
Algebraic Structure”, Proc. of ICCS/ISITA, Singapore. Nov. 16-20, 1992, pp. 1317-
1321.
H. Oda and Y. Sato, ‘Viterbi algorithms as Blind Identification under Continuously
distributed Data” , Proc. of IEEE International Symposium on Information Theory, p-
120, Budapest, June 24-28, 1991.
R. Raheli, A. Polydoros and C. K. Tzou, “Per-Servivor Processing: A General
Approch to MLSE in Uncertain Environments”, IEEE Trans. on Communications,
Vol. 43, No 2/3/4, Feb/Mar/Apr 1995, pp. 354 – 364.



This page intentionally left blank



Chapter 10

OPTIMUM PSK SIGNAL MAPPING FOR MULTI-
PHASE BINARY-CDMA SYSTEMS

Yeong-Jin Seo and Yong-Hwan Lee
School of Electrical Engineering and INMC, Seoul National University

Although the CDMA system can efficiently support multiple users, may suffer
from peak-to-average power ratio (PAPR) increases as the number of users
increases. As a result, it needs highly linear power amplifiers with a large back
off. Recently, a new CDMA scheme, called binary CDMA (B-CDMA), has
been proposed to alleviate this problem by quantizing the envelope of multi-
user CDMA signals into a small number of levels, while preserving the
advantages of CDMA signaling [1]. The performance of B-CDMA system is
mainly determined by the quantization and detection error. The quantization
noise can be minimized using the Lloyd-max algorithm [2]. In this chapter, the
optimum PSK signal is designed to minimize the detection error in multi-
phase B-CDMA systems. Finally, the analytic results are verified by computer
simulation.

Binary-CDMA, PSK, MP B-CDMA

Abstract:

Key words:

1. INTRODUCTION

One of major drawbacks of multi-code CDMA systems is high peak-to-
average power ratio (PAPR) due to the aggregation of multiple spreading
codes. As a result, multi-code CDMA transmitters require the use of highly
linear power amplifiers with a large back off. Binary CDMA (B-CDMA) is a
new modulation method that quantizes the signal amplitude into a small
number of levels and employs PSK-modulation for transmission with
constant envelope [1]. Thus, the B-CDMA can alleviate the need of linear
power amplifiers, while preserving the advantages of CDMA signaling such
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as the soft capacity and robustness to interference. However, the
performance can significantly be affected by the quantization process.

The B-CDMA signal can be generated by various methods including the
pulse-width (PW), multi phase (MP) and code selection (CS) methods [1].
The PW B-CDMA signal is obtained by converting the magnitude of multi-
level signal into a finite number of pulse width. Thus, the transmission
bandwidth of the PW B-CDMA increases as the quantization level increases.
In practice, the signal can be quantized into two levels to accommodate the
increase of transmission bandwidth. The MP B-CDMA is generated by
transforming the signal amplitude into a finite number of PSK signal
constellation. The CS B-CDMA is generated by a two-step process. In the
first step, the subset of spreading codes is selected to reduce the number of
signal levels. In the second step the selected code is modulated using the MP
B-CDMA scheme.

Optimum quantization of the signal amplitude can be achieved by using
the Lloyd-max algorithm [2]. However the PSK signal constellation has not
been optimized analytically for the MP B-CDMA. This is mainly due to the
fact that the mean square error of the chip decision error and the symbol
error in the PSK system cannot be represented in a simple form. The two
signal points having the largest distance after the quantization are PSK-
mapped so that they have the largest distance on the PSK signal constellation
[3]. For a given PSK signal constellation, the decision region can be
determined so as to minimize the Bayes cost criterion [4]. However it may
not be optimum because the bit error rate (BER) performance can be more
affected by the PSK signal mapping than the decision region. In this paper,
we optimize the PSK mapping points of the MP B-CDMA signal in additive
white Gaussian noise (AWGN) channel. Since the CS B-CDMA is the same
as the MP B-CDMA except the code selection block [5], the analytic design
can also be applied to optimum design of the CS B-CDMA signal.

Figure 10-1. MP B-CDMA transceiver structure.
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Section 2 describes the structure of the MP B-CDMA system. In Section
3, the noise due to the quantization and chip detection error is analyzed. The
PSK mapping points are optimized to minimize the chip detection error
using an iterative method. The proposed signal mapping scheme is evaluated
using computer simulation in Section 4. Conclusions are summarized in
Section 5.

2. SYSTEM MODEL

In the MP B-CDMA system, the sum of multiple users data is quantized
into a finite number of levels and then modulated using a PSK modulation
scheme. Fig. 10-1 depicts the transceiver structure of a baseband-equivalent
MP B-CDMA system with quantization level 4, where and
respectively denote the bit and spreading code of the i -th user, and the
signal d denotes the sum of multiple users data, given by

Here, is the total number of users.
The aggregated user signal d is quantized at the chip-level. The output of

the quantizer can be represented as

where denotes the quantization function that maps the signal d in the
quantization region onto the signal point at the chip-level. Then, the
quantized signal s is PSK mapped as

where denotes the mapping function that maps the signal s onto the
PSK constellation. Fig. 10-2. depicts the quantization and PSK-mapping
region of the MP B-CDMA system, where denotes the distance between
the quantized signal point i and j, denotes the detection region of the
PSK-modulated signal point i, is the number of signal points after the
quantization. Note that the guard phase is required in the MP B-CDMA
system to reduce the decision errors between the signal points having the
largest distance [3].
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Figure 10-2. PSK modulation of MP B-CDMA

The received signal can be written as

where n denotes the AWGN term. The PSK demodulator transforms the
phase information of r into the magnitude

The demodulated signal y is despreaded using the spreading code of the
j-th user to detect the user data as

Let and be the signal component, quantization noise and noise due
to chip detection error at the j-th chip, respectively. Then, the demodulated
signal y at the j -th chip can be represented as
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3. OPTIMUM PSK SIGNAL   CONSTELLATION
FOR MP B-CDMA

Since there is no correlation between and the variance of can
be written as

where and are the variance of and respectively. Assuming
that the spreading code of each user has unit power, the variance of
corresponding to the j -th chip of d is equal to the number of multi-codes,

The variance of the quantization noise per each chip, can be
represented as [6]

The optimum and minimizing can be obtained using the
Lloyd-max algorithm [2]. The Lloyd-max algorithm can find the optimum
quantization level in an iterative manner so as to minimize the quantization
noise power. The variance of can be calculated as

where is the probability density function (pdf) of signal point i given
by



130 Chapter 10

and is the probability that signal point i is misdetected to j [6]

Here, is the chip energy to noise power ratio ( i.e., and is the
phase of signal point i . Provided that is high enough, most of chip
detection errors are associated with the decision to the adjacent signal points.
Thus the variance of the chip detection error can be approximated as

where and denote the adjacent signal points of signal point i.
Since (10.12) involves nonlinear functions, we approximate for

ease of mathematical analysis. It can be shown that

Since the first term in (10.14) can be ignored at high (10.14) can be
approximated as

For a small can further be approximated as
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Figure 10-3. Approximation of

As increases, the difference between the integrand of (10.12) and (10.16)
increases. However the difference between the two integrals is negligible.
Fig. 10-3. compares the integrand of (10.12) and (10.16) when

and spreading factor Numerical
results indicate that the approximated is quite valid in nominal
operating condition.

Let be the misdetection region of signal point i to j and the
corresponding range be from to in (10.16) where, and

Because integrand in (10.16) decreases abruptly as increases
and is not periodic, can be set to be infinite. Thus, the variance of can
be written as

We can find the optimum PSK  mapping points that
minimize using an iterative method. The optimum phase can be found
by



132 Chapter 10

It can be shown that is represented as a function of

It can easily be shown that is a convex function of and it has a unique
global minimum. We can find using an iterative method with an arbitrary
initial value. Note that the optimum is a the function of This
implies that the optimum PSK mapping points are associated with the value
of

4. PERFORMANCE EVALUATION

To verify the performance improvement, we evaluate the performance of
the MP B-CDMA system with (i.e., 8-PSK) and one guard phase in
AWGN channel using computer simulation. The MP B-CDMA uses an
extended PN sequence with and as the spreading code.

From (10.18), the optimum phase is determined by

The proposed PSK mapping points can be found by iteratively
searching (10.20). Conventional PSK mapping points have an equal distance
on the signal constellation with one guard phase, that is,
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Alternatively, the optimum PSK points can
also be found by exhaustive search.

Figure 10-4. Proposed 8-PSK signal constellation of the MP B-CDMA

Figure 10-5. BER performance due to different phase mapping

Table 10-1. summarizes the conventional, exhaustively searched
optimum and proposed PSK mapping points. The proposed point is
similar to exhaustively searched optimum point, but and are quite
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different from the optimum points. Fig. 10-5. depicts the BER performance
of MP B-CDMA with these mapping points. It can be seen that the proposed
mapping points can provide the BER performance comparable to the
exhaustively searched optimum ones, although and are different from
the optimum points. This may imply that with the largest quantization
level is the dominant factor on the BER performance.

Fig. 10-6. depicts the performance of the MP B-CDMA system with the
mapping points optimized for each It can be seen that the mapping
points optimized under a nominal condition can be used for certain
variation of without noticeable performance variation.

5. CONCLUSIONS

In this chapter, we have analytically determined the optimum PSK
mapping points of the MP B-CDMA in AWGN channel. The PSK mapping
point is optimized by minimizing the mean square error due to chip detection
error. The optimum mapping points and obtained using an iterative method
using an analytic expression. The simulation results show that the proposed
signal constellation can provide near optimum performance, yielding a BER
performance gain of about 0.4dB over the conventional one.
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A COMPLEX QUADRAPHASE CCMA
APPROACH FOR MOBILE NETWORKED
SYSTEMS

K.L. Brown, M. Darnell
Institute of Integrated Information Systems, University of Leeds, Leeds, LS1 9JT, UK

A novel multiple access coding approach for mobile networked systems is
presented based on complex quadraphase coding, matched error control
coding and channel adaptation. This approach provides an adaptive multiple-
access communications capability where residual spreading gain, coding gain,
data rates and channel loading are variables. Based on a blind estimate of the
channel state, these parameters can be optimised to satisfy user Quality of
Service Requirements. With these techniques, the foundation is laid for a new
class of Collaboratively Coded Multiple Access Systems that can operate
stand-alone or as hybrid CDMA/CCMA communications systems. A principal
advantage of this approach is that high user and service density can be
accommodated while the overall system complexity can be managed to
tractable levels.

CCMA, Complex Quadraphase, Adaptive CDMA Networks

Abstract:

Key words:

1. INTRODUCTION

Mobile radio systems, in principal, may use several approaches to
subdivide channel resources to support multiple user services. The most
successful approaches in terms of user density rely on subdivision in time
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over discrete frequency bands or variations of Code Division Multiple
Access, CDMA. Of these approaches, CDMA has the greatest potential to
provide increased user density if suitable decoding methods can be
employed at the receiver. The engineering reasoning was substantially
extended by the seminal work on Maximum Likelihood decoders by Verdú
and others [1]. The replacement in CDMA of the correlative detector by
estimating detectors that approach the performance of the Maximum
Likelihood Detector then makes it appropriate to look back at the
information theoretic principles of the T-adder channel as presented by
Kasimi and Lin [2] and the developments that followed by Gallager [3] and
Mathys[4]. Other novel encoding and decoding schemes were also described
in several published sources [5-9]. It can be seen that the potential of CDMA
is more closely aligned with Collaborative Coded Multiple Access, CCMA,
than classical variants of CDMA. CCMA may generally be defined by its
characteristics such that:

sequence sets are optimised for total system capacity
sequence sets are larger than the average lengths of the
codewords
some mechanism is employed to select or exploit codeword
characteristics as a function of channel characteristics or
user/system requirements

i.
ii .

i i i .

Clearly, the advantage was seen by Khachatrian and Martirossian [9], whose
high rate T-adder sequence sets were introduced as Synchronous CDMA
sequences. T adder Channel sequences can be CCMA codes sets when
exploited by channel adaptation and by maximum likelihood decoding.
These sequences, though not Welch Bound Equivalent, WBE, have rate

sums approaching which is considerably greater than

correlation recovered techniques and classical S-CDMA where the rate sum
approaches r = 1 from below.

Even with the best known decoding procedures, CCMA has limits in
terms of the maximum number of users. Therefore, it is necessary to use
other techniques in conjunction with CCMA if very large numbers of users
are required. P.Z. Fan and M. Darnell [10] introduced a hybrid scheme
combining the strengths of CCMA and SSMA while managing
computational complexity due to joint processing of the CCMA codes.

In this work, a CCMA system with complex quadraphase coding is
introduced for wireless networked systems. Error control coding is matched
in this system to achieve high performance. The system applies adaptive
coding and multiplexing techniques for high utilization across a variety of
data rates and user requirements. The sequence generation, rate matched
error control coding, and adaptive control logic wi l l be demonstrated.
System performance will be characterised through simulation in Rayleigh
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fading channels and the adaptation metric for the system will be derived
through simulation.

2. CHANNEL DESCRIPTION

As part of a cell based mobile communications system, an efficient
channel coding scheme is derived to support wireless network connectivity
between a base station and the mobile receiver as shown in Fig. 11-1. The
link between base station and Cellular Network Service Provider and
Internet Service Provider is assumed to be outside of the channel description.
To support Internet personal and multimedia like data, the subject link
between the base station and the Mobile receivers is a conventional
connection and the transport layer is serviced by Asynchronous Transfer
Mode, ATM, carrying Internet Protocol. The base station to mobile receiver
link is addressed in this chapter.

The radio channel is assumed to be Rayleigh fading. The channel within
the cell is subdivided by applying high rate complex quadraphase codes and
matched error control. The user data is recovered from the channel by
synchronously demodulating and decoding with a sequential Maximum
likelihood decoder and by using iterative error control decoding. The
sequential decoding process provides metrics for channel estimation and
data quality that may be used in conjunction with user requirements to apply
channel adaptation.

Figure 11-1. Simulated Milti-Access Channel Model.
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3. COMBINING AND CODING

Advances in Digital Signal Processing and manufacturing will soon
allow low power devices to exploit the advantages of complex alphabet
coding and modulation. A new class of sequences that may operate as
quadraphase CCMA sequence sets are derived and have some similarity in
construction to the complex Type I CDMA sequences introduced by Brown
et.al. [10,11]. These sequences are WBE sequences and are optimal under
overloaded conditions. They may be generated using the following method:
Let A, B and C represent the second order generator matrices for Type II
sequences, where n is the order of the matrices, such that

C is a Hadamard generateor and B and C are Type I generators. The first

generator, is given by

An optimal set of TYPE II codes is given by applying the following steps
where for all working sets:

Generate a working set by successively applying

for interchanging B and C

Sum all rows
Remove rows where sums
Expurgate rows alternately about the centre of the matrix to
obtain the desired length user sequences (columns)

i.

ii .
iii.
iv.

The matrices are now balanced and orthogonal row correlation
properties provide sufficient random properties to allow decodability of the
columns assuming partial cooperation. Since the code and data alphabet lie
on the complex roots of unity where and and

the elements of D also lies on the root of unity after modulation. These
sequences then serve as directly modulatable sequence sets over the same
alphabet and construct a QPSK signal for combining. The data is now
encoded by binary Low Density Parity Check, LDPC, or Turbo codes. The
selection of block and interleaver lengths, respectively, is chosen to mitigate
fading while imposing acceptable delay. After the data is encoded, the
encoded stream is mapped to phasing to modulate the code sets.
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4. DATA RECOVERY AND ADAPTATION

Data recovery is performed after frequency translation by a complex
sequential decoder over R(4). The decoder search performs a minimum least
squares match of the received code word with all possible true codewords.
The solution with the minimum least square difference is also the most likely
codeword. Since the codeword sums are uniquely decodable, the modulating
character of the sequence with the minimum least square difference is also
the most likely transmitted symbol. Since the decoder decision points occur
at the QPSK reference, the decoder can pass a partitioned decision to
the ECC decoder to perform soft decision binary ECC decoding. The binary
decisions from the ECC decoder are mapped to the original complex data
input alphabet for analysis.

Figure 11-2. Adaptation state block diagram.

With the objective of exploiting the relationship between processing
gain and the number of active users, it has been demonstrated previously11,12

that blind channel adaptation can be achieved based on the observation of
the signal detection statistics. Here, the minimum least square difference
already determines the most likely transmitted codeword. This computation
yields a time series of vectors whose magnitudes form a measure of channel
performance. The log of the magnitude, if sampled and averaged with a
period less than the channels coherence time, provides a useful estimate of
the channel’s performance without additional computation. This
performance metric is strongly related to the received SNR and BER. Since
the metric is computed with little additional computational complexity, it
can be used as the dominant metric for channel adaptation.
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The adaptation space is mapped over the spreading gain or equivalent
user codeword distance that increases as the number of active users is
decreased and coding gain which in some cases can be increased by the
selection of lower rate error control codes and/or longer block lengths in the
case of LDPC codes. The decision state vectors then contain the required
user quality of service, user data rate, user priority, channel state variables
and a channel adaptation metric. The decision flow is shown in Fig. 11-2.

5. COMPUTER SIMULATION

To construct a system model, a string within the MAC model is derived
for computer modeling as shown in Figure 1. The user code sequences are
reconstructed in a matrix containing all codewords and are modulated by a
random vector over the complex alphabet. This data set represents
independent data from each transmitting user. The set is then combined and
the sum corrupted by a simulated Rayleigh slow fading channel with
additive white Gaussian noise. All channels of the multiplexed signal are
then recovered by a simulated receiver performing a sequential search of the
codewords exhibiting the minimum square difference from the received
codeword. An adaptation metric computation is included in the simulation to
verify the correlation between error rate performance, SNR and the
adaptation metric slope. All simulations were performed with the assumption
of perfect bit synchronization and perfect phase estimation by the receiver.

6. SIMULATION RESULTS

The simulation was performed with the objective of verifying the
performance of the coding sequences performance and the adaptive potential
of the system. The adaptive properties given by the increase in coding and
spreading gain property are particularly important when channel noise
characteristics vary over a large range and when users are able to use
multiple codewords to increase throughput.

The data presented to the channel is transported by the ATM protocol
structure. Thus it is important to determine the contributions of bit errors to
the ATM header and payload with respect to It is reasonable to use
this as a reference in estimating the performance of higher-level protocols
and the end application. A plot of the ATM header and payload error
statistics with respect to is shown in Fig. 11-3.
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Figure 11-3. vs. BER ATM bit streams, header and payloads for turbo encoded ful ly
loaded channel in AWGN.

Figure 11-4. BER vs. for fading channel

Simulations for fading channels using turbo coding and LDPC coding
were performed for fully loaded and overloaded systems. The turbo coder
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used is the original 0.5 rate, 16 state coder with a 4000 bit length interleaver.
The LDPC code is an irregular code with weight 3 columns and block size of
2742. The fade velocity is 100 km/h. The bit error rate versus
performance of the system is shown in Fig. 11-4.

The performance of the adaptation metric was simulated across the full
range of bit error rates. Simulation results show that the log of the error
metric closely conforms to a straight-line relationship with Log of the bit
error rate. In addition, the results were repeatable with small numbers of
averages between and the limit of the testing range of bit error rate.
The results of the error metric simulations are shown in Fig. 11-5. Over this
range, the error metric is a reliable channel estimator.

Figure 11-5. BER vs. Log(Error Metric) for fading channel.

7. SUMMARY

The construction techniques and simulations developed in this work
demonstrate the potential for quadraphase coded adaptive CCMA and data
recovery method for the overloaded MAC. For a fully loaded large system,
the systems performance is identical to fully loaded systems using Type I
complex quadraphase codes. For overloaded systems, the incremental user
performance penalty meets with expectation for WBE encoded systems.

In comparison to other collaborative coded systems, this approach
produces small alphabet size prior to quantising, which is twice that of real
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valued T-adder channel codes proposed by Khachatrian and Martirossian
[9]. The system has better performance because the sequences are WBE and
use maximum likelihood decoding. In addition, the combined alphabet size
is approximately the square root of the code sum alphabet produced by the
Collaborative Codes as analyzed by Soysa et.al. [5]. This provides the
potential benefits of much lower implementation complexity and better
performance.

It has been shown in this work that the computed adaptation metric, with
a small amount of reverse channel capacity, can provide the necessary input
to control the adaptation process. In addition, if one assumes that channel
noise characteristics vary slowly, relative to the symbol rate, it can be shown
that the adaptation metric is a good estimator of the channel state with little
additional computational complexity with increasing numbers of users.
Thus, for most practical instances, the adaptive components add little
complexity to the system’s overall complexity, even as the number of users
becomes large. If a parallelised sequential maximum likelihood decoder can
be economically packaged, this approach may allow the capabilities of
CCMA to replace classical CDMA in many applications.

REFERENCES

A. Tulino, and S. Verdú, Asymptotic Analysis of Improved Linear Receivers for
BPSK-CDMA Subject to Fading, IEEE Transactions on Information Theory, IT-
19(8), 1544-1555 August (2001).
T. Kasami and S. Lin, Coding for a Multiple Access Channel, IEEE Transactions on
Information Theory, IT(2), 129-137, March (1976).
R. G. Gallager, A Perspective on Multi-access Channels, IEEE Transactions on
Information Theory, IT-31(2), 124-142, March (1985).
P. Mathys, A Class of Codes for a T Active User Out of N Multiple - Access
Communications System, IEEE Transactions on Information Theory, 36(6), 1206-
1219, November, (1990).
S. Soysa, F. H. Ali, and S. A. G. Chandler, Comparison of T-User M-PSK
CV_CCMA and Multi-level Modulation, Proceedings of ISCTA, July, (1997) pp. 419-
422.
B. Honary, L. Kaya, G. S. Markarian, and M. Darnell, Maximum-likelihood decoding
of array codes with trellis structure, IEE Proceedings-I, 140(5), 340-345, October
(1993).
J. A. Gordon and R. Barrett, Correlation-recovered Adaptive Majority Multiplexing,
Proceedings of IEE, Vol.118(3/4), 417-422, March/April (1971).
P. Z. Fan, P. Z., and M. Darnell, Hybrid CCMA/SSMA coding scheme, Electron.
Letters, Vol. 30(25), 2105-2106, December, (1994).
G. H. Khachatrian and S. S. Martirossian, A new approach the design of codes for
synchronous CDMA systems, IEEE Transactions on Information Theory, IT-41,
1503-1506, (1995).

1.

2.

3.

4.

5.

6.

7.

8.

9.



This page intentionally left blank



Chapter 12
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Abstract In this chapter we present a realistic new model for wireless multiple-
input multiple-output (MIMO) channels which is more general than pre-
vious models. A novel spatial decomposition of the channel is developed
to provide insights into the spatial aspects of multiple antenna communi-
cation systems. By exploiting the underlying physics of free-space wave
propagation we characterize the fundamental communication modes of
a physical aperture and develop an intrinsic capacity which is indepen-
dent of antenna array geometries and array signal processing. We show
there exists a maximum achievable capacity for communication between
spatial regions of space, which depends on the size of the regions and
the statistics of the scattering environment.

Keywords: multiple antennas, capacity, antenna arrays, MIMO, channel modelling

1. INTRODUCTION
Multiple-Input Multiple-Output (MIMO) communications systems us-

ing multi-antenna arrays simultaneously during transmission and recep-
tion have generated significant interest in recent years. Theoretical work
of [1,2] showed the potential for significant capacity increases in wireless
channels via spatial multiplexing with sparse antenna arrays. With these
developments comes the need for better understanding of the spatial
properties of the wireless communications channel. The spatial proper-
ties of multiple antenna channels have significant impact on the capacity
of MIMO systems, therefore, a good understanding of these properties
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is required for effective design and implementation of wireless MIMO
systems.

For randomly fading channels, much of the literature is limited to
the idealistic situation of independent and identically distributed (i.i.d.)
Gaussian channels, where the channel gains are modelled as independent
Gaussian random variables (for example see [1,2]). The i.i.d. model
corresponds to sufficiently spaced antennas such that there is no spatial
correlation between antenna elements at the transmit and receive arrays,
along with significant scattering between arrays. However, in practice,
realistic scattering environments and limited antenna separation leads
to channels which exhibit correlated fades.

For correlated fading, MIMO channel modelling can be approached
via field measurements [3–6], and deterministic physical models such as
ray tracing [7,8], where the significant characteristics of the channel are
obtained and incorporated into the model. Such methods give an accu-
rate characterization of the channel, however, they are computationally
expensive and provide results for specific scenarios only. Finally, a sta-
tistical model can be postulated which attempts to capture the physical
channel characteristics based on the basic principles of radio propaga-
tion [9–12]. These scattering models can often be used as simple analysis
tools which illustrate the essential characteristics of the MIMO channel,
provided the constructed scattering environment is reasonable.

With the notable exception of [10] and [12], the statistical models men-
tioned above have poor physical significance. In particular, the separate
effects of the scatterers and the antenna correlation are not accounted
for. As outlined in [10], the models assume that only the spatial fading
correlation is responsible for the rank structure of the MIMO channel.
In practice, however, high rank MIMO channels correspond not only to
the low fading correlation, but also to the structure of scattering in the
propagation environment.

The models presented in [10,12] allow for insight into the effects of
spatial correlation and scattering, however, they are unfortunately lim-
ited to particular array geometries and model the scattering environment
using a discrete representation. Therefore, although offering consider-
able insight into the scattering characteristics of the channel they are
restricted spatially, in the sense that the antenna geometry is restricted
to a particular array configuration and discrete scattering environments.

In contrast to previous models, the contribution of this chapter is
a spatial channel model which includes the physical parameters of ar-
bitrary antenna configurations and a tractable parameterization of the
complex scattering environment. We approach the MIMO channel mod-
elling problem from a physical wave field perspective. By using the
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underlying physics of free-space wave propagation we explore the fun-
damental properties of the channel due to constraints imposed by the
basic laws governing wave field behavior. Furthermore, we show that
there exists a maximum achievable capacity for communication between
spatial regions of space, which depends on the size of the regions and the
statistics of the scattering environment. This bound on capacity gives
the optimal MIMO capacity and thus provides a benchmark for future
array and space-time coding developments.

2. CHANNEL MODEL
Consider the 2D MIMO system shown in Fig, 12-1, where the trans-

mitter consists of transmit antennas located within a circular aper-
ture of radius Similarly, at the receiver, there are antennas within
a circular aperture of radius Denote the transmit antenna posi-
tions by in polar coordinates, relative
to the origin of the transmit aperture, and the receive antenna po-
sitions by relative to the origin of the
receive aperture. Note that all transmit and receive antennas are con-
strained to within the transmit and receive apertures respectively, that
is, and It is also assumed that the scatter-
ers are distributed in the farfield from all transmit and receive antennas,
therefore, define circular scatterer free regions of radius and

such that any scatterers are in the farfield to any antenna
within the transmit and receive apertures, respectively.

Finally, the random scattering environment is defined by the effective
random complex scattering gain for a signal leaving from the
transmit aperture at an angle and entering the receive aperture at an
angle via any number of paths through the scattering environment.

Consider the narrowband transmission of baseband signals,
over a single signalling interval from the transmit an-

tennas located within the transmit aperture. From Fig. 12-1 the noiseless
signal at is given by

where denotes the unit circle.
Denote as the column vector of the transmitted

signals, and as the noise vector where is the
independent additive white Gaussian noise (AWGN) with variance

at the receive antenna, then the vector of received signals
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Figure 12-1. Scattering model for a 2D flat fading narrowband MIMO system.
and are the radii of circular apertures which contain the transmit and receive
antenna arrays, respectively. The radii and describe scatterer free circular
regions surrounding the transmit and receive apertures, assumed large enough that
any scatterer is farfield to all antennas. The scattering environment is described
by which gives the effective random complex gain for signals departing the
transmit aperture from angle and arriving at the receive aperture from angle via
any number of scattering paths.

is given by

where H is the complex random channel matrix with element

representing the channel gain between the transmit antennna and
the receive antenna.

2.1 Channel Matrix Decomposition

Consider the modal expansion1 of the plane wave [13]

1Each mode, indexed by n, corresponds to a different solution of the governing electromag-
netic equations (Maxwell’s equations) for the given boundary conditions.
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for vector and are the Bessel functions of the first
kind.

Bessel functions exhibit spatially high pass behavior,
that is, for fixed order starts small and becomes significant
for arguments Therefore, for a fixed argument the Bessel
function for all but a finite set of low order modes
hence (12.4) is well approximated by the finite sum

where is the complex conjugate of function defined as the
spatial-to-mode function

which maps the sampling point to the mode of the expansion (12.4).
In [14] it was shown that for with the ceiling
operator. Therefore, we can define

such that the truncated expansions

hold for every antenna within the transmit and receive apertures of ra-
dius and respectively.

Substitution of (12.9) and (12.10) into (12.3), gives the closed-form
expression for the channel gain between the transmit antenna and

receive antenna as

From (12.11) the channel matrix H can be decomposed into a product
of three matrices, which correspond to the three spatial regions of signal
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propagation,

where is the transmit aperture sampling matrix,

which describes the sampling of the transmit aperture, is the
receive aperture sampling matrix,

which describes the sampling of the receive aperture, and  is a
scattering environment matrix, with element

representing the complex gain between the mode of the
transmit aperture and the mode of the receive aperture2.

The channel matrix decomposition (12.12) separates the channel into
three distinct regions of signal propagation: free space transmitter re-
gion, scattering region, and free space receiver region, as shown in Fig. 12-
1. The transmit aperture and receive aperture sampling matrices,
and describe the mapping of the transmitted signals to the modes of
the system, and the modes to received signals, given the respective posi-
tions of the antennas, and are constant for fixed antenna locations within
the spatial apertures. Conversely, for a random scattering environment
the scattering channel matrix will have random elements.

3. MODE-TO-MODE COMMUNICATION

It is well known that the rank of the channel matrix H gives the
effective number of independent parallel channels between the trans-
mit and receive antenna arrays, and thus determines the capacity of

2It is important to note the distinction between the mode-to-mode gains due to the scattering
environment described by and the antenna-to-antenna channel gains described by H.
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the system. For the decomposition (12.12) the rank of H is given by
which for a large number of an-

tennas and finite regions, becomes
Therefore we see that the number of available modes for the transmit
and receive apertures, determined by the size of the apertures, and any
possible modal correlation or key-hole effects [15] (rank 1 limit the
capacity of the system, regardless of how many antennas are packed into
the apertures.

Assume and antennas are optimally
placed (perfect spatial-to-mode coupling) within the transmit and re-
ceive regions of radius and respectively, with total transmit power

In this situation and hence the transmit and
receive aperture sampling matrices are unitary and is then unitarily
equivalent to H. The instantaneous channel capacity with no channel
state information at the transmitter and full channel knowledge at the
receiver [2] is then given by

where is the average SNR at any point within the receive
aperture.

The ergodic capacity of uniform linear (ULA) and uniform circular
(UCA) arrays are shown in Fig. 12-2 for an increasing number of anten-
nas constrained within transmit and receive apertures of radius i.e.
the physical size of the array remains fixed as the number of antennas
is increased. Here we can see that by spatially constraining the antenna
arrays the capacity growth saturates and, unlike the i.i.d. case, provides
no further capacity improvement with increasing numbers of antennas.
The mode-to-mode capacity (12.16) represents the intrinsic capacity for
communication between two spatial apertures, giving the maximum ca-
pacity for all possible array configurations and array signal processing.
We can see from (12.7) and (12.8) that the intrinsic capacity is limited
by the size of the regions containing the antenna arrays (number of avail-
able modes), and the statistics of the scattering channel matrix (modal
correlation).

Fig. 12-3 shows the radiation pattern of the first 6 modes of the circular
and spherical apertures3. Each mode has a unique radiation pattern,
therefore, mode-to-mode communication can be considered as a pattern
diversity scheme, where the signals obtained by different modes may

3For extension of the model to the 3D spatial environment see [17].
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Figure 12-2. Ergodic capacity for increasing number of antennas of uniform linear
(ULA) and uniform circular (UCA) arrays constrained within spatial regions of ra-
dius and isotropic scattering. The mode-to-mode capacity gives the maximum
achievable capacity between the two apertures.

be combined to yield a diversity gain. However, the level of diversity
achieved depends on the correlation between the modes, which strongly
depends on the scattering environment as shown in the following section.

4. PROPERTIES AND STATISTICS OF
SCATTERING CHANNEL MATRIX

As the scattering gain function is periodic with and it can
be expressed using a Fourier expansion. For this 2D model with circular
apertures a natural choice of basis functions are the orthogonal circular
harmonics which form a complete orthogonal function basis set on
the unit circle4, thus express

4 with respect to the natural inner product



12. Spatial Characterization of Multiple Antenna Channels 153

Figure 12-3. Radiation patterns of the first 6 modes of a (a) circular and (b) spherical
aperture.

with coefficients

Therefore, letting and denote the
transmitter mode and receiver mode index, respectively, the scattering
environment matrix coefficients are given by

Thus the random scattering environment can be parameterized by the
complex random coefficients
which gives the scattering gain between the transmit mode and the

receive mode, and becomes

Assuming a zero-mean uncorrelated scattering environment (Rayleigh),
the scattering channel is characterized by the second-order statistics of
the scattering gain function given by,
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where is the Kronecker delta function, and

is the 2D power spectral density (PSD) of the modal correlation function,

and represents the scattering channel power over departure and arrival
angles and normalized such that the total scattering channel power

For the special case of uniform PSD, the modal corre-
lation becomes

corresponding to the i.i.d. case.

4.1 Modal Correlation in General Scattering
Environments

Define as the average power density of the scatterers surrounding
the receiver, given by the marginalized PSD

then, from (12.22) we see the modal correlation between the and
communication modes at the receiver is given by

which gives the modal correlation for all common power distributions
von-Mises, gaussian, truncated gaussian, uniform, piecewise con-

stant, polynomial, Laplacian, Fourier series expansion, etc. Similarly,
defining as the power density of the scatterers surrounding the
transmitter, we have the modal correlation at the transmitter

As shown in [18] there is very little variation in the correlation due
to the various non-isotropic distributions mentioned above, therefore
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without loss of generality, we restrict our attention to the case of energy
arriving uniformly over limited angular spread around mean i.e.,

In this case the modal correlation is given by

which is shown in Fig. 12-4 for various modes and angular spread. As
one would expect, for increasing angular spread we see a decrease in
modal correlation, with more rapid reduction for well separated mode
orders, e.g. large For the special case of a uniform isotropic
scattering environment, we have zero correlation between all
modes, e.g.,

Fig. 12-5 shows the impact of modal correlation on the ergodic mode-
to-mode capacity for increasing angular spread at the transmitter and
isotropic scattering at the receiver5 for 10dB SNR. We consider transmit
and receive apertures of radius corresponding to
modes at each aperture. For comparison, the capacity for a 15 antenna
ULA and UCA, contained within the same aperture size is presented.
Also shown is the 15 × 15 antenna i.i.d. case, corresponding to the rich
scattering environment with no restrictions on the antenna placement,
i.e.,

The mode-to-mode capacity is the maximum achievable capacity be-
tween the two apertures, and represents the upper bound on capacity for
any antenna array geometry or multi-mode antennas constrained within
those apertures. All four cases show no capacity growth for angular
spread greater than approximately 60°, which corresponds to low modal
correlations for the majority of modes, as seen in Fig. 12-4.

5.
In this chapter we have presented a novel multiple antenna channel

model which includes the spatial aspects of a MIMO system not pre-
viously considered. The spatial channel model developed includes the
physical parameters of arbitrary antenna configurations (number of an-
tenna and their location) and a tractable parameterization of the com-
plex scattering environment.

Using the model we have developed a new upper bound on the capac-
ity for communication between regions in space. Using the underlying
physics of free space wave propagation we have shown that there is a

5This models a typical mobile communication scenario, where the receiver is usually sur-
rounded by scatterers, and the base station is mounted high above the scattering environ-
ment.

DISCUSSION
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Figure 12-4. Modal correlation versus angular spread of a uniform limited power
density surrounding the aperture.

Figure 12-5. Capacity versus angular spread at the transmitter for mode-to-mode
communication (modes), uniform linear array (ULA), and uniform circular array
(UCA), within spatial regions of radius and isotropic receiver scattering. The
mode-to-mode capacity gives the maximum achievable capacity between the two aper-
tures.
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fundamental limit to capacity for realistic scattering environments. By
characterizing the behavior of possible communication modes for a given
aperture, the upper bound on capacity is independent of antenna con-
figurations and array signal processing, and provides a benchmark for
future array and space-time coding designs.

In this chapter we have restricted the analysis to 2D circular apertures,
however, extension to arbitrary shaped regions can be achieved by using
a different choice of orthonormal basis functions (e.g. see [17, 19]), how-
ever, with the exception of spherical apertures [17], finding analytical
solutions for more general volumes poses a much harder problem.
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INCREASING PERFORMANCE OF SYMMETRIC
LAYERED SPACE-TIME SYSTEMS
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Abstract A number of decoding schemes have been proposed for Layered Space-
Time systems, such as the Ordered Successive Interference Cancellation
and the Sorted QR Decomposition. We describe here a new addition to
that group, increasing the performance of Layered Space-Time decoding
by using the Sorted QR Decomposition technique to construct a list of
constellations to be passed to a Maximum Likelihood decoder.

This paper shows that significant performance improvement can be
obtained for symmetric systems, where there is an equal number of
transmit and receive antennas. It shows that the proposed scheme,
has a roughly linear increase in complexity compared to SQRD. To
overcome this increase in computational complexity, an adaptive system
is described that has similar performance with reduced complexity.

Key words: Layered space-time systems, sorted QD decomposition, V-BLAST,
adaptive decoding.

1.
In recent years, the demand for wireless communications has been in-

creasing at a rapid pace, with more emphasis to provide higher rates, and
improved quality in terms of reliability. It was shown, [1] [2], that em-
ploying multiple antennas both at the transmitter and receiver promises
huge capacity increases in a multipath fading environment. Indeed, the
capacity increases about linearly with the number of transmit and re-
ceive antennas.

INTRODUCTION
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The complexity of Maximum Likelihood (ML) decoding of such sys-
tems increases exponentially with transmit antenna numbers and con-
stellation size. A number of sub-optimal decoding schemes with lower
computational complexity have been proposed such as Zero Forcing
(ZF), the Ordered Successive Interference Cancellation (OSIC) [3] [4] and
the QR Decomposition [5].

These decoding systems perform best when the number of receive
antennas is greater than the number of transmit antennas, while perfor-
mance is less-optimal when antenna numbers are equal. This is due to
the loss of diversity in the decoding process.

The paper is ordered as follows. Section 2 gives a brief system descrip-
tion of Layered Space-Time codes and Maximum Likelihood decoding.
In Section 3 we review Layered Space Time system decoders such as
ZF and OSIC, while Section 4 describes the Sorted QR Decomposition
(SQRD). Section 5 introduces a method that uses the SQRD to produce
a list of symbol combinations which is used by an ML decoder. Sec-
tion 6 introduces an adaptive Reduced SQRD (RSQRD) and Section 7
compares the complexity of previous schemes to the fixed and adaptive
RSQRD.

LAYERED SPACE-TIME SYSTEMS
DESCRIPTION

The Layered Space-Time Processing approach was first introduced
by Lucent’s Bell Labs, with their BLAST family of Space Time Code
structures [6]. An uncoded Vertical Bell Laboratories Layered Space-
Time (VBLAST) scheme, where the input bit stream is de-multiplexed
into substreams, is considered in this paper. Let be the number
of transmit and  be the number of receive antennas, where
and denote the vector of transmitted symbols in one
symbol period. The received vector is

where is the noise vector of additive white Gaus-
sian noise of variance equal to per dimension. The channel
matrix

contains independent identical distribution (i.i.d.) complex fading
gains from the transmit antenna to the receive antenna. We

2.
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assume quasi-static flat fading where H is constant over L symbol peri-
ods.

3.

There have so far been a number of decoding methods proposed Lay-
ered such as the optimal Maximum likelihood decoder, simple nulling
methods such as Zero forcing and cancellation methods such as SQRD.

3.1

Maximum Likelihood decoding is achieved by minimising

for all elements of which are symbols of constellation of size C. This
would produce a search of length which for a system using 4 trans-
mit antennas and 16 QAM gives 65536 possibilities, far beyond being
practically decoded in real time. This leads to a search for methods of
decoding with a reduced computational complexity.

3.2

The sub-optimal but less complex V-BLAST detector was proposed [3]
[4] as a reduced complexity method to decode Layered Space-Time sys-
tems. A nulling (ZF) process was first introduced, which uses a pseudo
inverse of H to produce estimates, of the individual symbols, which
are then passed to individual decoders. Conceptually, each transmitted
symbol is considered in turn to be the desired symbol and the remaining
symbols are treated as interferers.

where †is the Moore-Penrose pseudo inverse [3]. Another method of
nulling with better performance is to modify the receiver antenna pre-
processing to carry out Minimum Mean Squared Error (MMSE) rather
than ZF.

where is the noise variance. MMSE and ZF nulling have the dis-
advantage that some of the diversity potential of the receiver antenna
array is lost in the decoding process. To take advantage of the diversity

LAYERED SPACE-TIME SYSTEMS
DESCRIPTION

MAXIMUM LIKELIHOOD DECODING

ZERO FORCING AND MINIMUM MEAN
SQUARED ERROR DECODING
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potential, nonlinear techniques, such as Ordered Successive Interference
Cancellation (OSIC) have been introduced [6] and shown to have supe-
rior performance.

3.3

The OSIC decoding (as called V-BLAST decoding) algorithm uses the
detected symbol obtained by the zero forcing, to produce a modified
received vector with canceled out. This modified received vector has
fewer interferers and better performance due to a higher level of diversity.
This process is continued until all symbols have been detected. Obvi-
ously an incorrect symbol selection in the early stages will create errors
in the following stages. Therefore the order in which the components
are detected becomes important to the overall system performance.

Fig. 13-1 shows the Symbol Error Rate (SER) of Zero Forcing, OSIC,
and Maximum Likelihood decoding for a system using 16-QAM with 4
transmit and 6 receive antennas. At a SER of the difference be-
tween ZF and OSIC is approximately 5dB, while the difference between
OSIC and ML decoding is 2dB. This demonstrates that there is only
a small difference between OSIC and ML when the number of receive
antennas is 50% more than the number of transmit antennas.

Figure 13-1. Performance of ZF, OSIC and ML decoding with 4 Transmit, 6 Receive
antennas and 16 QAM.

OSIC DETECTOR
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3.4 SORTED QR DECOMPOSITION

The QR decomposition of the channel matrix H was introduced in [5]
as another method to decode Layered Space-Time systems. The
channel matrix H is factorised into the unitary matrix Q and
the upper triangular matrix R.

By denoting the column of H by and column of Q by the
decomposition in equation (6) is described columnwise by

By multiplying the received vector Y with the complex conjugate of
matrix Q, an modified received vector

is created from the received signal vector Y. The upper triangular
matrix R has the lowest layer (transmit signal ) described by

The decision statistic is independent of the remaining transmit sig-
nals and can be used to estimate

where ML is the Maximum Likelihood detector. This symbol is then
used, by substitution, to detect from the equation

This method of detection and substituting into upper layers is continued
until all symbols are detected.

A number of techniques are based on using the QR decomposition
[7]. One such, the Sorted QR decomposition is proposed in [8]. SQRD
is based on the modified Gram-Schmidt algorithm [9]. The columns of
H, Q, and R are reordered in each orthogonalisation step to minimise
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the magnitude of the diagonal elements of R. This method ensures
that symbols with larger channel co-efficients are detected first while
symbols with smaller are detected later to reduce error propagation.
The SQRD algorithm has been shown in [8] to have similar performance
to OSIC with lower computational complexity.

4. PERFORMANCE IN SYMMETRIC
SYSTEMS

OSIC and SQRD have both been designed and shown to have perfor-
mance similar that of ML decoding when the number of receive antennas
is greater than than the number of transmit antennas. Fig. 13-2 shows
the performance of SQRD for a symmetric system where the number of
transmit and receive antennas are equal to 4.

Figure. 13-2. Performance of ZF, OSIC and ML decoding with 4 Transmit, 4 Receive
antennas and 16 QAM.

At a SER of the difference between SQRD and ML decoding is
over 15dB, compared to 2dB for the system of 4 transmit and 6 receive
antennas shown in Fig. 1. This loss in performance for symmetric
systems is due to the first decoding stage having a and hence a
higher SER which creates error propagation in other layers [9]. In each
detection step a diversity of is achieved.



13. Increasing Performance of Symmetric Layered Space-Time Systems 165

This is demonstrated in Fig. 13-3, which shown the BER of each of
the detection layers when there is no error propagating ie the previous
detected symbols are correct.

Figure 13-3. “Genie” decoding of system with 4 Transmit, 4 Receive antennas and
16 QAM.

5. REDUCED CONSTELLATION SEARCH
FOR SYMMETRIC SYSTEMS

Both the OSIC and SQRD decoding approaches have the disadvantage
that some of the diversity potential of the receiver antenna array is lost
in the decoding process, particularly when and in early detection
stages of decoding. To overcome this, a scheme called Reduced search
using Sorted QR Decomposition (RSQRD) is introduced. The proposed
scheme uses the SQRD method to produce a reduced constellation list,
which is then used by the ML detector to determine which combination
of symbols is the most likely.

The assumption made for RSQRD is that if (the symbol estimate
independent of other interfering symbols) is chosen incorrectly by the
ML detector, then the correct solution will be close to Therefore, a
local search around is performed to find the order of closest symbols.
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In the lowest layer of SQRD, where the symbol being detected is in-
dependent of all other symbols the closest symbols to are found.
By choosing symbols rather than just one symbol per layer, as with
standard SQRD, the effect of wrong symbol selection producing error
propagation is reduced. These symbols are then in turn, substituted
into the next highest layer to find the nearest symbol for each symbol.
Once the list is generated, the scheme performs the ML detection over
all combinations in the list. In symmetric systems the majority of er-
ror propagation is caused by the first detected symbol because it has a

Therefore the largest gains obtained by RSQRD is when the
constellation size is increased in the first detection stage.

6.
In Section 5 it was described that the greatest improvements of the

RSQRD were made by finding the most likely symbols in the first
detected stage, where there was a reduced level of diversity, and then
finding the combination for each value of The size of was fixed
to give a certain performance. This meant even when the correct com-
bination of symbols was found the algorithm continued until the
time.

Instead of finding combinations of symbols and then performing
a Maximum Likelihood calculation, it would be far more efficient to
perform the ML calculation for each combination of symbols after they
have been detected and continue the search only if the ML solution is
not found.

The Adaptive RSQRD algorithm works as follows: If the result of
combination of symbols in (3) is less than a ‘Threshold’ value the search
is stopped, otherwise the search is continued to find the next combination
of symbols. If after times no combination is selected, the combination
with the smallest result from (3) is chosen. The important question
being what is the optimal value of the ‘Threshold’ variable?

The noise variance and standard deviation were trialled as
the ‘Threshold’ value and were both found to reduce the number of ML
tests. Using the noise variance substantially reduced the number of ML
tests for SNR 10db, but increased the number of ML tests for higher

The standard deviation of noise was found to be optimal for
SNR > 10dB. Since the greatest performance increase of RSQRD is
when the SNR > 15dB, as shown in Fig. 13-4, using the noise variance

for the ‘Threshold’ value is proposed for the adaptive scheme.

ADAPTIVE RSQRD
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Figure 13-4. Average number of tests for various values of maximum vs SNR for
16-QAM.

7. COMPARISON OF THE COMPLEXITY
OF DIFFERENT SCHEMES

Fig. 13-4 shows average number of Maximum Likelihood tests versus
S N R for  and 2. The system uses 4 Transmit 4 Receive
antennas and 16-QAM. It can be seen from Fig. 13-4 that for S N R >
20dB the number of ML tests approaches one for all values of We used
of Monte Carlo simulation technique to find the number of ML tests for
16-QAM for various values of factor and S N R ranging from 0 to 25dB.
After applying the non-linear least mean squares curve fitting method
[10], the formula approximating the number of ML tests for 16-QAM is:

It was published in [11] that the decoding complexity of OSIC is ap-
proximately while QR Decomposition based schemes have a decod-
ing complexity of [11]. These values are for systems with
and do not take into account the assumption that the system has quasi-
static flat fading, and H is constant over L symbol periods.
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For this reason the computational complexity formulae of [7] were
used as the basis for comparing RSQRD and OSIC. A single value was
obtained for the computation complexity by counting real valued addi-
tions, multiplications and divisions as one floating point operation. The
value of is an integer for the fixed scheme and is equal to
from (11) for the Adaptive scheme. The ratio of complexity of RSQRD
and V-BLAST is given by:

Figure. 13-5. Normalised Complexity comparison for fixed and Adaptive schemes,
when L = 100 and SNR = 15dB.

Fig. 13-5 shows the relationship between the RSQRD and OSIC
schemes for a number of different values of using (12) at SNR = 15dB.
It can be seen that the complexity of the Adaptive RSQRD with
has a complexity lower than one (i.e. less than V-BLAST) for all antenna
numbers, while the complexity of the Adaptive RSQRD with has
a complexity greater than one for antenna number lower than 11.
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8.
Monte Carlo simulations were used to compare the performance of

the proposed scheme and the standard Layered Space-Time detection
algorithms.

The simulation results presented in this paper are as follows: Fig. 13-6
shows the comparison of the same decoders for a system using
and antennas and 16-QAM. Fig. 13-7 shows the comparison of
the same decoders for a system using and antennas. While
Fig. 13-8 illustrates the comparison of the reduced constellation SQRD
for a system with and antennas using QPSK, with various
values of

Figure 13-6. 4 Transmit, 4 Receive 16 QAM, RSQRD with constellation size 1, 3, 6
and Adaptive with k=16.

Fig. 13-6 shows the increase in performance between and larger
constellation size of 3 and 6 for a system using and
antennas and 16-QAM. Approximately 5dB gain between SQRD and
proposed scheme using and 10dB for at a SER of
The Adaptive system with has the same performance as the fixed

system, with an increase of 14dB over the original SQRD system
at a Symbol Error Rate of

PERFORMANCE
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Figure. 13-7. 4 Transmit, 6 Receive 16QAM, RSQRD with constellation size 1, 3 and
k=6.

Fig. 13-7 shows that there is only a small increase in performance
between and a larger constellation size of 3 and 6 for an asymmetric
system. Approximately 1dB gain between SQRD and proposed scheme
using and 2dB for at a SER of Increasing the size of
the lowest layer when brings only a small improvement because
even the lowest layer, for the system, has a diversity level
of 3.

From Fig. 13-8, it can be seen that there is a significant increase in
performance between (standard SQRD) and larger constellation
sizes of 3 and 4 for symmetric systems. Approximately 8dB gain between
SQRD and the proposed scheme using and 10dB for at a
SER of while there is only a small increase of 2dB for Also
of note is the result showing indistinguishable performance of the fixed
and Adaptive systems with This result was found to be the same
for all using 16-QAM.

9.
We have described a new improvement to increase the performance of

Layered Space-Time systems, such as V-BLAST, by using the Sorted QR

CONCLUSION
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Figure 13-8. 8 Transmit, 8 Receive QPSK, RSQRD with constellation size 1, 2, 3, 4
and Adaptive with k=4.

Decomposition technique to construct a list of constellations to be passed
to a Maximum Likelihood decoder. It was shown that a significant
performance increase can be obtained by increasing the constellation
size for the lowest layer. In addition, it was shown that while at high
SNR’s there is improvement when greatest improvement in
performance is for symmetric systems, i.e. when This due to a
unity diversity level for the first detected symbol which is then used to
detect other symbols.

To overcome the increase in computational complexity an adaptive
system was shown to have similar performance with a reduced complex-
ity. By testing the combination of symbols after each detection step and
varying the size of with the SNR, a computation complexity com-
parable to that of OSIC can be achieved with substantial performance
increase.

The adaptive reduced constellation search scheme is not dependent
on the Sorted QR Decompostion decoder and could be implemented on
a OSIC using ZF or MMSE decoder described by earlier[3].
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Abstract In this chapter, three new AODs of order eight are given and they
are used to construct new complex orthogonal space-time block codes.
These new complex-valued codes are amenable to practical implemen-
tations as they allow for a more uniform spread of power among the
transmit antennas while providing the same performance as other pub-
lished codes of order eight.

Key words: Space-time codes, amicable orthogonal designs, complex orthogonal de-
signs.

1. INTRODUCTION
Complex orthogonal space-time block codes (CO STBCs) based on

Amicable Orthogonal Designs (AOD) [1] are known for the relatively
simple receiver structure and minimum processing delay in case of com-
plex signal constellations. The simplest CO STBC is an Alamouti
code [3] for two transmit antennas, which is based on an amicable or-
thogonal pair of order two. Alamouti code has achieved the transmission
rate one for two transmit antennas, while the CO STBCs for more than
two transmit antennas cannot provide the rate one [2], but they can still
achieve the full diversity for the given number of transmit antennas. It
is noted that we consider here the square CO STBCs only. To date,
only the CO STBCs based on full designs of order two and four have
been proposed [3] and [4]. The known CO STBCs for higher number
of transmit antennas, e.g. eight, have zeros in the code matrices that

2
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results in the high peak-to-mean power ratio for the transmit antennas
and impede their practical implementation.

The chapter is organized as follows. In Section 2, we introduce the
new code designs. Section 3 provides expressions for Maximum Like-
lihood (ML) decoding of the transmitted symbols. Section 4 discusses
the choice of signal constellation to provide optimal peak-to-mean power
ratio, while Section 5 concludes the paper.

2. NEW CODS OF ORDER EIGHT
The construction of CO STBCs follows directly from CODs defined

as follows.

DEFINITION 1 A COD of order is an ma-
trix on the complex indeterminates with entries chosen from

their conjugates or their product with
such that:

where denotes the Hermitian transpose of Z and is the identity
matrix of order

For the matrix Z to satisfy (14.1), the matrices X and Y must be a
pair of AODs which implies that both X and Y are orthogonal designs
themselves and where denotes matrix transposition.
It has been shown in [1] that for order the total number of
different variables in the amicable pair X and Y cannot exceed eight. In
Table 14-1, we record the number of variables in X versus the number
of variables in Y with order eight. It has been shown in [5], that the

construction of CODs can be facilitated by representing Z as

where and denote the real and imaginary parts of the complex
variables and and are the coefficient matrices for
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Figure 14-1. A conventional COD of order eight.

and , respectively. To satisfy (14.2), the matrices and
of order must satisfy the following conditions:

The conditions in (14.3) arc necessary and sufficient for the existence of
AODs of order Thus, the problem of finding CODs is connected to
the theory of AODs.

From the perspective of constructing CO STBCs, the most promising
case is that in which both X and Y have four variables. This case has
been considered as the known CO STBCs of order eight, corresponding
to COD(8; 1, 1, 1, 1) with all four variables appearing just once in each
column of Z as given in Fig. 14-1 [6]. In [7], L. C. Tran et. al. have
introduced two new codes of order eight where some variables appear
more often than other (more than once in each column), i.e., codes
based on COD(8; 1, 1, 2, 2) and COD(8; 1, 1, 1, 4). These codes, namely

and are given in Fig. 14-2 and 14-3, respectively. It is easy to
check that these codes satisfy the condition 14.1. In [5], it has been
envisaged that a COD(8; 2, 2, 2, 2) exists. However, no construction of
it has been derived in literature to date. Here, we propose the code of
order eight based on the COD(8; 2, 2,2, 2) as given in Fig. 14-4.
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3. DECODING METRICS
In this section, a channel comprising eight transmit antennas and one

receive antenna is examined. Let and be the matrices
of received signals, of transmission coefficients and of noise, respectively.
The transmit antennas are assumed to be sufficiently separately, so that
the transmission coefficients between these transmit antennas and the
receive antenna are independent of one another. The transmission equa-
tion is then as follows:

The transmitted symbols can be decoded following the Maximum Like-
lihood (ML) decoding scheme, which is expressed as:

where is the argument of is the Frobenius norm of the
matrix i.e., the square root of the sum of all the magnitude squared
elements of the matrix, and S is the set of all possibilities of the trans-
mitted symbols. We consider the conventional code first.  Since the
transmitted block code is orthogonal, then (14.4) can be extracted
to four independent expressions for four corresponding symbols. The
decision metrics for decoding the symbols of code are given in Ta-
ble 14-2. Similarly, the decision metrics for decoding codes and

are derived in Tables 14-3, 14-4 and 14-5, respectively.
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4. CHOICE OF SIGNAL CONSTELLATIONS
By examining the constituent matrices and the en-

coding matrix for instance, it is easy to notice that the entries
of  are composed of the real part of one indetermi-

nate and the imaginary part of another indeterminate, e.g.,
This observation means that if the indeterminates are chosen
from the complex signal constellations where or can be
equal to zero, e.g., the QPSK constellation then, some of the
entries of the matrix can be equal to zero depending on the transmit-
ted data. Therefore, such constellations should be avoided. An example
of a constellation where the power is evenly spread among the trans-
mit antennas independently of the transmitted data is the QPSK con-
stellation This observation also holds for the other
proposed codes and .

5. CONCLUSION
In the chapter, we presented three new CO STBCs of order eight

based on COD(8; 1, 1, 2, 2), COD(8; 1,1,1,4) and COD(8; 2, 2, 2, 2)
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where less time slots are wasted, compared to the conventional code.
As a result, the new codes require lower peak-to-mean power ratios
at transmit antennas to achieve the same bit error performance as
the conventional code Since, some of the variables in codes
and appear more often than the others, these codes can be utilized
for multi-modulation systems, where the variables appearing more fre-
quently carry signals from higher order constellations than those appear-
ing just once in each column. Moreover, because of the lack of zeroes in
the design this code is much easier to implement.
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Abstract: This paper presents a new practical approach to complex Chebyshev
approximation by semi-infinite linear programming. By the new front-end
technique, the associated semi-infinite linear programming problem is solved
exploiting the finiteness of the related Lagrange multipliers by adapting finite-
dimensional linear programming to the dual semi-infinite problem, and
thereby taking advantage of the numerical stability and efficiency of
conventional linear programming software packages. Furthermore, the
optimization procedure is simple to describe theoretically and straightforward
to implement in computer coding. The new design technique is therefore
highly accessible. The algorithm is formally introduced as the linear Dual
Nested Complex Approximation (DNCA) algorithm. The DNCA algorithm is
versatile and can be applied to a variety of applications such as narrow-band as
well as broad-band beamformers with any geometry, conventional Finite
Impulse Response (FIR) filters, analog and digital Laguerre networks, and
digital FIR equalizers. The proposed optimization technique is applied to
several numerical examples dealing with the design of a narrow-band base-
station antenna array for mobile communication.

Key words: antenna array design, Dual Nested Complex Approximation, DNCA,
optimization, semi-infinite linear program, real rotation theorem, Chebyshev
approximation

1. INTRODUCTION

The array pattern synthesis of a non-uniformly spaced sensor array or
beamformer [1,2] is closely related to the design of an FIR filter with
arbitrary or non-linear phase response. The essential similarity is the finite-
dimensional nature of the complex approximating functions [3-6].
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For beamformers as for FIR filters the design problem is often cast as a
finite-dimensional complex approximation problem [2,3]. It was shown that
the (non-linear) complex Chebyshev approximation problem can be
reformulated as an equivalent real semi-infinite linear program [2,7].
Classical least squares approximation methods can in many cases be used to
obtain a desired solution [1]. However, when the design specification is
given as a bound on the complex design error, the problem is naturally
converted to a complex Chebyshev approximation problem.

Other possible methods to find the Chebyshev solution include quadratic
programming [8]. It was shown that the semi-infinite linear program
corresponding to the (real) Chebyshev approximation problem can be solved
by using numerically efficient simplex extension algorithms [9]. In this
context, it is also noted that some other recent approaches to complex FIR
filter design such as a generalized Remez algorithm [10], and Tang’s
algorithm [5, 11] in fact also employ simplex extension algorithms. These
results were later exploited for the design of digital FIR filters and digital
Laguerre networks with complex Chebyshev error criteria [6,12].

Finitization can in principle give an arbitrarily accurate approximation of
the complex Chebyshev solution but becomes exceedingly memory intensive
as the grid spacing decreases [3]. The semi-infinite formulation deals
directly with the true complex error and not an approximation thereof. The
general complex approximation problems require an optimization
formulation such as with Semi-Infinite Programming [6,8] (SIP), or Second
Order Cone Programming [13,14] (SOCP). With SIP, a finite number of
non-linear constraints are transformed to an infinite number of linear
constraints, i.e. a linear combination of continuous functions. The problem
can then be solved efficiently using algorithms which are extensions of the
standard linear and quadratic programming algorithms such as the simplex
algorithm [6,8,9]. With SOCP, the problem is solved without linearizing the
constraints, and by using newly developed interior point methods [13-15].

An obstacle with the semi-infinite simplex extension algorithm [6,9,12]
is the lack of commercially available software for efficient and reliable
numerical solution of general complex approximation problems. In order to
overcome the difficulties mentioned above, we present in this paper an
applied semi-infinite front-end technique for complex Chebyshev
approximation which is based on conventional finite-dimensional linear
programming subroutines. The essence of the new technique, justified by the
Caratheodory dimensionality theorem [16], is to exploit the finiteness of the
related Lagrange multipliers by adapting conventional finite-dimensional
linear programming to the semi-infinite linear programming problem.

By the proposed front-end technique, the complex Chebyshev
approximation problem can be solved by taking advantage of the numerical
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stability and efficiency of the given linear programming software package.
Furthermore, the optimization procedure is simple to describe theoretically
and straightforward to implement in computer coding. The new design
technique should therefore be highly accessible for most design engineers.

In order to illustrate the flexibility and numerical efficiency of the
proposed design technique we have included several design examples
concerning the optimization of a narrow-band base-station antenna array for
mobile communication in the 450 MHz band.

2. PROBLEM FORMULATION

To demonstrate the versatility of the complex approximation technique
the optimization is performed from an application point of view. The design
examples are taken from the mobile communication base-station area, or
more precisely, design of an antenna array in the 450 MHz band. As a
numerical example, consider the shielded planar hexagonal antenna array
where the sensor elements are evenly distributed in sections on a hexagon,
and with the incident wave front propagating in the same plane as the array,
see Fig. 15-1 . The rather unusual configuration also illustrates the generality
and the applicability for arbitrary basis functions (array response) for
arbitrary geometries.

Consider the far-field and narrow-band case where the phase of the wave

front is given by where is the frequency, t the time,

the wave vector, c the speed of wave

propagation, the angle of incidence and r the evaluated spatial point, see

Fig. 15-1 . The hexagonal sectioned antenna array consists of antenna
elements distributed along the ground-plane sections. One antenna element
and the ground-plane together form a dipole. The dipoles have the spatial
positions where and and are the distance
and angle, respectively, between the middle of the hexagon to the dipole
center. The phase center and origin of coordinates are located in the middle
of the hexagon and the total array response is given as

where M is the total number of used/active dipoles in the antenna and
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Figure 15-1 A planar hexagonal antenna array with shield for the far-field where the outer
represents the sensor elements, the solid hexagon the ground-plane shield and the inner
represents the mirror source. The passband (main-lobe look direction) is defined by the

angle in the figure) and the stopband (side-lobe region) by the interval
The six ground-plane sections are positioned in directions

is a complex weight. The radiation characteristics for a dipole located in

is denoted We only use three of the six array-sections at a

time and consequently a subset of all dipoles are used. Depending on the
angle of incidence the three nearest heading sections with angle are

selected. The complex antenna array response for the angle using vector
notation is given by

where the complex array is an M × 1 array vector

of complex coefficients and the corresponding array response
vector of complex continuous and linearly independent transfer

functions The is an

.
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N × 1 real vector and an N × 1 complex vector where N = 2M . In
order to make the passband extremely narrow, the passband in this
formulation was restricted to a single point The stopband is defined

as in radians.

2.1 The design specification

Consider the following design specification

where is a prescribed strictly positive magnitude bound which leads to
the minimax design formulation

where It is concluded that a solution to the specification in
Eq. (15.3) exists if and only if the optimal objective value in Eq. (15.4) is
less than or equal to one.

3. SEMI-INFINITE LINEAR PROGRAMMING

The optimal solution to the minimax formulation in Eq. (15.4) is given by
the equivalent formulation

where is an additional real variable.
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3.1 Semi-infinite linear programming formulation

Equation (15.5) corresponds to a non-linear optimization problem which
is very difficult to treat as it stands due to the non-linear constraints.
Equation (15.5) will therefore be converted to a semi-infinite linear
programming problem. According to the real rotation theorem [17], a
magnitude inequality in the complex plane can be expressed in the
equivalent form

where z is a complex number and a real and positive number. By making
use of Eq. (15.6), the design problem in Eq. (15.5) is reformulated as

where In order to emphasize the linear structure of this

formulation, Eq. (15.7) is finally rewritten as the following semi-infinite
linear program

Where P is an L × N constraint matrix and p

an L × 1 constraint vector. The main-lobe constraint in Eq. (15.7)

is obtained by choosing and The

linear program in Eq. (15.8) is called semi-infinite since the number of
variables (unknowns) are finite but the constraint set is infinite. For practical
purposes in the implementation of the optimization algorithm, it is assumed
that the set is finite. Note that the total corresponding approximation
problem is with respect to the true complex error since the phase parameter

belongs to the infinite set
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4. DUAL NESTED COMPLEX APPROXIMATION
ALGORITHM

This section gives a description and an outlined convergence proof for
the optimization algorithm. It is shown that this can be accomplished without
explicit reference to the conceptually abstract dual formulation.

4.1 The complex approximation problem

The problem in Eq. (15.8) is referred to as Semi-Infinite Linear
Programming (SILP) Problem and can be described using the general semi-
infinite programming formulation

where is an N × 1 variable vector, a convex continuous function

a convex restriction set, an infinite index set as a compact subset of

Euclidean k -space, and a continuous constraint function which is
convex for any fixed index

4.2 Dual nested complex approximation

The Dual Nested Complex Approximation (DNCA) algorithm1 to solve

Eq. (15.9) is outlined below. Let denote a sequence of finite subsets of

the infinite index set and initialize the algorithm with the subset

1. Given solve the subproblem

yielding the solution vector and the Lagrange multiplier vector

1 The DNCA optimization algorithm has been implemented in MATLAB™ and is available
at http://www.bth.se/its/dnca/.
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2. Reduce the subset by the inactive constraints

3. Define the entering index

and return to step 1 above.

The applicability of the algorithm above to complex approximation lies
in the fact that Eq. (15.12) can easily be calculated when the approximation
domain is finite. Let e.g. where be given by

where and are complex and and
are real, cf. Eq.(15.12). By employing Eq. (15.6), Eq. (15.12) can be

calculated as where

Key observation 1: Since the number of variables is N + 1, note that an
optimization software will usually give a total number of N +1 Lagrange

multipliers greater than zero. The size of the so called reference set
is in fact

Key observation 2: The dual formulation suggests that the primal
problem can be solved by considering a sequence of subproblems as in
with increasing minimum cost and which is based only on finite subsets

consisting of no more than N –1 points of
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This observation constitutes the foundation for the
development of the DNCA optimization algorithm.

Key observation 3: The number of variables is N +1 and the size of the

reference set is only The constraint index

which is chosen to enter the basis is usually defined by the

maximum constraint violation. The entering constraint is very likely

to be independent of the small reference set This is the primary
reason ensuring that the DNCA itself is a highly numerical stable
procedure.

4.3 Convergence proof

Since the reduced subset yields the same solution as the subset

we have and the sequence converges.

However, it remains to be shown that the sequence is not stuck in any
state of cycling.

Convergence can be proved straightforwardly when the cost function
is strictly convex. Assume that is not optimal, then

The claim is that there is a strict ascent, so that cycling

cannot occur. Assume on the contrary that Define

and Obviously

and Thus, and

for any 0 < t < 1 which contradicts the fact

that is optimum on

If the cost function is not strictly convex, strict ascent can still be

obtained by requiring that the condition be satisfied in
order to execute Eq. (15.11) in Step 2 of the DNCA algorithm.

Since the reduced subset yields the same solution as the subset

we have and the sequence converges.

However, convergence to the optimum value is non-trivial to show. A
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theoretical framework to prove the global convergence of the DNCA
algorithm is shown in [18].

If then is the optimum solution since it is necessary and

sufficient for an optimum solution that there exists Lagrange multipliers
defined on a finite subset of A practical stopping criteria is therefore

where the tolerance parameter and may depend

on the current solution

5. DESIGN EXAMPLES

As an application example, consider the planar hexagonal antenna array
as defined in Section 2. If the weighting function is uniformly
distributed an equiripple solution is achieved, i.e. the lowest possible side-
lobe level in the stopband with respect taken to one or more linear
constraints. The array response used is given by Eq. (15.1) and the
corresponding real variables are defined as in Eq. (15.2). The
specification in Eq. (15.3) is used to state the desired array design. The
solution is obtained by using the DNCA algorithm as described in Section 3.
The performance of using a hexagonal sectioned ground-plane shielded
antenna array as in Fig. 15-1 is investigated.

The examples show the flexibility in design using the proposed semi-
infinite front-end algorithm. The algorithm is capable of solving huge design
problems with many antenna elements, see Fig. 15-2a and Fig. 15-3. Main-
lobe steering, see Fig.l5-2b, and side-lobe control by incorporating arbitrary
weighting functions, can at the same time be taken into consideration during
the optimization process as well. All antenna array responses are designed
for the frequency and the interspacing between antenna
elements in the array is meter. The distance between the
source element and the ground-plane is meter. Note that by

choosing the design problem can easily be scaled or translated into
different frequency bands. Fig. 15-2a illustrates a typical equiripple solution
for an antenna with M = 1024 elements. Each linear antenna section
consists of 34 (M = 3 . 34 = 102) isotropic dipole elements. The antenna look

direction for the main-lobe is that is the main-lobe (passband)

consists only of one point and is defined by one single point constraint
The radius of the antenna is approximately 9 meters.

There are 102 complex weights w, which implies that N = 1024 real

variables are involved in the optimization process. The corresponding
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convergence behavior in Fig. 15-3 shows the advance of variable which is
continuously increasing to the optimal value The maxnorm has a

more irregular but still overall decreasing behavior also approaching the
optimal value In this design example the side-lobe (stopband) region

starts at ±1.5°, and in all the other examples at ±5.5° from the desired main-

lobe direction. The angular grid resolution is 0.25° in this example and 0.5°
in all others.

In the examples concerning the main-lobe steering the look direction

for the main-lobe is gradually increased from 0° to 35° in steps of 5°. The
main-lobe look direction is defined by one single point constraint

see Fig. 15-2a. Each linear antenna section consists of 10

(M = 3·10 = 30) isotropic dipole elements. The unusual symmetry in the
hexagonal antenna compared to a circular design is obvious. However, by
using the proposed design method it is possible to apply lobe steering to
direct the main-lobe in the angular domain The drawback is that several

sets of weights must be used. Fig. 15-2b illustrate the performance of the 3-
sectioned hexagonal antenna using 30 antenna elements for main-lobe

directions The radius of the antenna is

approximately 3 meters. The loss in stopband attenuation performance
between the 0° and 30° design is ~ 3 dB. Note that lobe steering in the

direction 35° degrees can be obtained by counterclockwise switching

antenna sections and reuse a mirrored weight setup of the 25° design. In this
way, the number of weight sets will be kept reasonably low.
The ability to incorporate a weighting function is a useful
option when designing antenna arrays. The array response in the angular
domain can in that way be shaped in an arbitrary sense. The antenna look
direction for the main-lobe and weighting function can be chosen arbitrarily.
The final value of variable yields information about the amplitude margin
with respect to the function and is plotted as in the convergence
behavior plots. This value of variable is an important design parameter. If
the uniform weighting function (0 dB) is used we simply achieve
the maximum side-lobe suppression by observing the final value of variable

It is possible to add additional point constraints such as nulls in the
stopband or constraints on the main-lobe.
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Figure 15-2. (a) Minimax design of a hexagonal antenna using 3 sections containing 34
antenna elements each. Side-lobe suppression ~18.5 dB. The design example consists of total
M=102 complex weights i.e. N=204 real variables in the optimization. (b) Main-lobe steering

Minimax design of several lobes of an hexagonal antenna using 3
sections containing 10 antenna elements each.

Figure 15-3. The monotonic convergence behaviour of corresponding to the minimax
design in Fig. 15-2a. The fluctuating maxnorm and will converge to the same optimal
value
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6. SUMMARY

This paper solves antenna array Chebyshev approximation problems by
exploiting the Caratheodory dimensionality theorem in a conventional linear
programming software front-end. The semi-infinite linear programming
theory is fairly recent [9] and there is lack of commercial software available
for efficient numerical solution of the problem in Eq. (15.7). It is an
extensive task to develop a specific software for semi-infinite linear
programming to solve Eq. (15.7) if this software is also required to be stable
and reliable with respect to numerical problems such as cycling phenomena,
ill-conditioned matrix inversions, etc. On the other hand, the conventional
finite-dimensional linear programming technique is well established and
there is a lot of good, numerically reliable software available. The
optimization technique proposed in this paper is therefore a convenient
alternative which inherits the good numerical properties of the given linear
programming subroutine. The computer code is significantly simplified in
comparison with computer code which is tailored for semi-infinite linear
programming. Moreover, the computational complexity is asymptotically
equal. The proposed method is capable of solving large optimization
problems such as huge antenna arrays and optimization variables. Extensive
evaluations indicate the flexibility using the proposed front-end method.
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LOW-COST CIRCULARLY POLARIZED
RADIAL LINE SLOT ARRAY ANTENNA FOR
IEEE 802.11 B/G WLAN APPLICATIONS

Serguei Zagriatski, and Marek E Bialkowski
School of Inormation Technology and Electrical Engineering, The University of Queensland

Abstract: Wireless Local Area Networks (WLAN) are new, fast growing
telecommunication protocols. In order to attract the commercial market,
antennas for WLAN applications have to feature low manufacturing cost and
pleasant aesthetic appearance. Radial Line Slot Array (RLSA) antennas seem
to provide such features. This article focuses on the design and development of
Radial Line Slot Array antenna for WLAN applications in indoor
environment. The presented theoretical results meet good return loss and
specified radiation pattern requirements. A parameter study followed by an
optimization procedure is presented. Discussion on level of influence of
various parameters on return loss characteristic is described.

Key words: Radial Line Slot Array antenna, planar antennas for WLAN, access point
antennas, antenna modelling

1. INTRODUCTION

Recent years have shown a growing demand for broadband
communication services such as web-browsing, data transfer, voice
communications and video streaming. Accessing these services in office
buildings and homes is usually accomplished by forming wired connections
to a communication network. An undesired effect of this action is an
unnecessary decoration of buildings with many cables and access points. In
particular, any changes involving repositioning of old or creating new access
points require rewiring of the existing communication infrastructure, which
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is usually time and labor consuming. These adverse attributes of wired
connections are the main motivation for creating wireless access points.

There are several existing wireless networking standards which enable
the wireless connectivity. These are shown in Table 16-1. The listed
standards employ two Industrial, Scientific and Medical (ISM) 2.4GHz and
5.2 GHz frequency bands, which are dedicated for commercial, industrial
and personal use. The key advantage of these frequency bands is that they
are free of license requirement. This free-of-charge availability offers a
significant reduction of deployment cost of the network, which is very
attractive from the point of view of the network provider and the user.

Among the above quoted standards, the most established in the market is
the IEEE 802.11b standard. Utilizing the low microwave frequency band of
2.4 GHz, it is capable of high penetration inside buildings and provides users
with an adequate operational distance. Further boost of the 2.4GHz
communication market is expected due to the introduction of IEEE 802.11g
standard which also operates at the 2.4 GHz ISM band. This new standard
offers the combined advantages of previously established standards IEEE
802.11b and g. They include high penetration rate because of the use of low
microwave frequency band of 2.4 GHz (similarly as for IEEE 802.11b) and
the high bit-rate transmission of 54Mbps, similar to that as offered by IEEE
802.11a. The multiple user access is accomplished through an Orthogonal
Frequency Division Multiplexing (OFDM) transmission technology similar
to that of IEEE 802.11a. Because of mixed mode operation capability, IEEE
802.11g offers the old 802.11b devices to operate at 11 Mbps and the new
802.11g devices to operate at 54Mbps over the same network. As the result,
the IEEE 802b/g standard compatibility gives consumers perfect opportunity
to an upgraded performance without having to be tethered to the 802.11b
performance when in a mixed network.

1.1 Antennas for WLAN

The swift growth of WLAN standards and the primary focus on the radio
transceiver design has led the antenna issues lagging behind the main stream
of activities of WLAN communication system development. From the
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technical point of view, the antenna operates as a transition between the
transceiver and its surrounding environment. In order to attract a wide
commercial market, it should be aesthetically pleasing (low profile) and of
low cost. Usually two kinds of antennas are considered for use in WLAN.
One is associated with a mobile user (or a peripheral device), while the other
one concerns the network side (Access Point - AP). The first type of antenna
needs to be small to minimize the overall size of the mobile or portable unit.
A number of antennas capable to fulfi l l such requirement include printed
planar monopoles, such as the Planar Inverted F antenna, and reduced-size
microstrip patches usually involving a shorting pin as the size reduction
mechanism.

The access point antennas do not introduce stringent limitations on the
antenna size and its appearance. The primary performance objective for
these antennas is to spread the signal to mobile or stationary devices within
an enclosed space, e.g. a room. Perhaps due to these non-specific objectives,
the area of designing antennas for WLAN AP has been largely overlooked.
This is in contrast to the mobile units, for which antennas have been
vigorously researched in recent years.

The simplest and most frequently utilized antenna for WLAN AP is a
quarter-wavelength wire monopole positioned on a finite ground plane, as
shown in Fig.16-1. This antenna, usually located at the ceiling of a room,
exhibits an omni directional radiation pattern. Although very simple in
construction, which is advantageous from the development point of view, it
suffers from a considerable exposure to an accidental damage. This possible
environmental hazard leads to necessity of employing a radome, which

significantly increases profile of the
antenna, and may be unacceptable in
some applications. Another problem,
which creates concerns among network
users, is because of a possible intrusion
into the network, as this antenna features
a widely spread radiation pattern. This is
unwelcome in applications requiring high
level of security.

Figure 16-1. Quater-wavelength monopole

One alternative to a wire monopole is a microstrip patch antenna. It
features low profile and offers a directional, conical radiation pattern when
operating in a higher order mode [2]. In contrast to the monopole the
patch antenna is robust against environmental mishaps, as the feeding point
is located on its unexposed (rear) side. However it requires a suitable size
ground plane to achieve proper operation. The reason is that the
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electromagnetic energy is radiated through the perimeter of the patch, which
should not be obstructed by the ceiling or wall structure. The size (diameter)
of this antenna is close to one wavelength even without a ground plane.

An alternative to the wire monopole and the microstrip patch is a Radial
Line Slot Array (RLSA) antenna [3]. Similarly to the patch operating in the
higher order mode, this antenna is capable of producing a conical radiation
pattern. Being of low profile, similarly as the patch, it can easily be hidden in
the ceiling or in the wall, which is a very attractive property from the
aesthetic point of view. With an appropriate slot distribution, the RLSA
antenna can produce linearly or circularly polarized waves. The latter type of
polarization is an important advantage of the antenna working in WLAN
environment, where multi-path fading due to reflections from various
scatterers can occur. Circular polarization is an effective way to tackle these
problems. The reason is that during reflections the sense of circular
polarization changes to the opposite type (for example from right-hand CP to
left-hand CP) so that the waves undergoing single or an uneven number of
reflections are rejected by a receiving antenna. In addition, the use of
circular polarization permits freedom of user-end antenna orientation [4]
when the transmitting and the receiving antennas are positioned horizontally.
Another key factor for this antenna in terms of its competitiveness in a
rapidly developing WLAN market is a fairly simple manufacturing process
involving an inexpensive material, which leads to a low manufacturing cost.

Historically, the RLSA antenna has been well-known for its excellent
performance at Ku-and Ka-bands in satellite communication applications
[3]. Here we present the design of RLSA for 2.4GHz applications [5], which
represents a lower end of the microwave spectrum.

1.2 RLSA antenna

The RLSA antenna was initially considered and investigated as a planar
substitute to a well-known parabolic reflector. In the early sixties Goebels
and Kelly [6] were first to demonstrate the use of a radial guide as a feeding
structure of a moderate gain antenna. However an increased attention to this
type of antenna was attracted only in the eighties when Goto et. al. proposed
the RLSA antenna use for 12-GHz Direct Broadcast Satellite services in
Japan [7-8]. Along with microstrip patch array (nicknamed a squarial
antenna) the RLSA was considered as a main planar competitor to a
parabolic reflector. In comparison with the microstrip patch array, the RLSA
offers a higher level of radiation efficiency when the required antenna gain is
in the order of 30dB or more [9]. For this value of gain the radiation
efficiency of a microstrip patch array reduces to unacceptable level of 50%
[8]. This is because of conduction losses in the feeding network, which
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consists of a large length of a conducting transmission line from the input
port to individual patches [10]. In the RLSA, a feeding network is
accomplished using a low-loss radial cavity (filled with air or foam), which
feeds slots in one of its circular shaped plates. Another advantage of RLSA
over a microstrip patch array is the manufacturing cost, which is
significantly lower.

Two different configurations of RLSA antenna have been proposed:
double-layer and single-layer. The double-layer configuration feeding
mechanism exploits a radial inward traveling wave in the parallel plate
waveguide, whereas in the single layer a radial outward traveling wave is
exploited. After overcoming some of its disadvantages [11], the single layer
structure has been found as more attractive due to its simple design and
manufacturing procedure. In the presented design procedure we consider the
single-layer RLSA antenna variety.

A typical configuration of a single-layered RLSA antenna for DBS
applications is shown in Fig. 16-2. It is formed by a cylindrical metal cavity,
where top and bottom plates are separated by some fixed distance d (usually
being smaller than a quarter-wavelength). The sidewall of the cavity is left
either open or short-circuited.

Figure 16-2. Typical structure of RLSA for Ku-, Ka-bands

In order to suppress grating lobes in the radiation pattern, the space inside
the waveguide is filled with a low constant dielectric material (with relative
dielectric constant being in the range of 1.5 to 2.0). The bottom plate
includes a feed structure, which launches outwardly traveling wave in the
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radial waveguide. The feed can be implemented using various coaxial to
radial guide transitions. In order to provide radiation from the cavity into
free space, the top plate bears number of slots through which the radial wave
coupling and radiation occurs. By varying slots position and orientation it is
possible to achieve different radiation patterns and polarizations.

2. FEED AND SLOT PATTERN DESIGN

The configuration of a circularly polarized RLSA antenna for WLAN
applications is shown in Fig. 16-3. Here only one ring of slots is used to
produce radiation pattern. The reasons for using only a single ring of slots
are due to the requirement for small gain and to avoid an excessively large
size of the antenna. Basic radiators are slot pairs arranged in a concentric
ring. In practice, the slot pattern can be accomplished either using laser
cutting in metal or by pressing method, if mass produced. The side walls are
short circuited to avoid an undesired leakage of power. The bottom surface
bears a disk-ended coaxial feed probe which launches an outward traveling
radial TEM mode in the radial cavity. Due to the presence of the side wall a
standing wave in the radial cavity is formed. This wave is coupled to slots,
which in turn radiate power in free space. The first requirement for the feed
and slot design is such that they should produce high return loss at the feed
point.

Figure 16-3. Top and side view of RLSA for WLAN

In order to accomplish the feed and slot design, a mixed theoretical
approach is applied here. Initially, the feed is designed assuming that it
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operates in an infinite parallel plate radial guide. This design and analysis
stage neglects the presence of slots. In the next step, the slots size and
position (with respect to the side shorting wall) are taken into account and
the feed structure parameters are adjusted to produce good return loss with
regard to the entire RLSA antenna structure. At this point, the slots
orientation has to satisfy the requirement of high quality circular
polarization. The analysis and design tasks are accomplished using a finite-
element based electromagnetic field simulator High Frequency Structure
Simulator (HFSS) of Ansoft. The flowchart in Fig. 16-4 shows the
simulation procedure used in the design of RLSA for WLAN applications
[12].

Figure 16-4. Simulation procedure adopted in this study

The design process is followed by the parameter study, which is also
performed using HFSS. The investigated parameters concern the feed return
loss, the shape and axial ratio of radiation pattern as a function of various
parameters of the RLSA antenna. This study is important from the point of
view of identifying the sensitive and non-sensitive antenna design
parameters.

With regard to the RLSA antenna feed, a coaxially-fed, disk-ended probe
is chosen. Its initial analysis and design is based on a Field Matching
Method and resulting computer software described in [13,14,15]. In this
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method, the structure of the feed in an infinite radial guide is divided into a
number of cylindrical regions – I, II, and III (Fig. 16-5) – each of which may
have a different relative permittivity: The fields in each of
regions I and II is expanded in terms of axially symmetric modes, with the
only excitation source being the coaxial entry at the base of region I. Fields
in region III are then expanded in terms of radial waveguide modes, and the
requirement is to satisfy the boundary conditions at each of the region
boundaries. The field expressions are formed by infinite series of modes,
which in computations are truncated. Once a full set of simultaneous
equation is formed, the field expansion coefficients are determined by
applying a Galerkin procedure and standard algebraic equation solvers. Once
the field coefficients are found, the driving point impedance and the
associated return loss for the feed in an infinite radial guide is determined
[3].

Figure 16-5. Disc-ended coaxial to waveguide transition

In the present design three parameters are varied: while
are kept constant. Using SMA receptacle as a base

for the feed construction and are taken to be equal to 0.635mm and
2.03mm respectively, according to the standard data. The remaining
parameters are chosen as follows: Based on
the infinite radial guide results the initial dimensions of the feed are obtained
as:

The next step in the design procedure is to analyze the entire RLSA
antenna structure when the slots are present. This task is tackled with the
help of HFSS. In order to achieve good return loss characteristics as well as
to obtain circular polarization the following considerations are taken into
account [16]. In order to satisfy circular polarization requirement, two slots
have to be excited with the same amplitude and 90 degrees phase difference.
This can be obtained if the slots are tilted 45 degrees with respect to radial
direction (from the radial cavity centre towards to the wall) and separated a
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quarter-wavelength apart along the radial direction. Using a pair slot
radiator, the overall return loss due to a single slot is improved due to the
fact that the reflected wave from one slot is cancelled by the reflected wave
from the other when the circular polarization is used. As for the coupling, it
can be minimized if the extension of one slot cuts the second at its center [8].
Details of slot pattern design are shown in Fig. 16-5. The lengths of the slots
are chosen to be slightly smaller than half wavelength [4].

Figure 16-5. Slot pair geometry for theoretical design

The following formulas can be used to define position and tilt of each
slot in the slot pair Eq. (16.1) [16]:

Table 16-2 shows the values of the antenna parameters, which satisfy
conditions for achieving good performance in terms of Return Loss, Axial
Ratio and Radiation Pattern.



206 Chapter 16

3. RESULTS

Several antenna prototypes were manufactured in order to validate
theoretical designs presented in the earlier section. The side view of one such
antenna is shown in Fig. 16-7. The production of the antenna was divided
into two parts. For the purpose of simplicity of testing process the antenna
was formed by two parts. The first part included the bottom plate and the
side wall. It was manufactured using an inexpensive metal spinning process.
The coaxial feed was manufactured and attached to the bottom (base) part

using standard SMA receptacle with a
circular disk at the top of the tip. The
second part was formed by the top
conductive layer of antenna with slots. It
was manufactured using a combination of
metal spinning and laser cutting
processes.

Figure 16-7. Manufactured CP RLSA

Fig. 16-8 shows the tolerance of return loss at 10dB level due to
variations of the permittivity of the dielectric substrate from its nominal
value by ±10%. The results shown in this figure reveal that the designer has
an extra flexibility, which allows interchanging different layers with
different parameters. In order to meet the specified tolerance levels, the
dielectric layer was produced using a standard polycarbonate sheet with a
relative dielectric constant

Figure 16-8. RL of RLSA with different dielectrics
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Fig. 16-9 shows the comparison between theoretical and experimental
dependences of return loss versus frequency for the antenna parameters
presented in Table 16-2. In general, good agreement can be observed. It can
be noticed that both simulation and measurement results indicate the 10dB
return loss bandwidth of about 15%-17%. The discrepancy between the two
graphs can be attributed to the mechanical mismatch and manufacturing
tolerances of the top and bottom layers of the antenna as well as conduction
losses which were not included in the HFSS simulations.

Figure 16-9. Theoretical vs. experimental results in terms of impedance match

Figure 16-10. RL(f) for various slot widths

Next, the slot parameters were investigated in relationship to return loss.
For this purpose several top layers of the antenna with different slot patterns
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were produced while keeping the bottom layer the same. In Fig. 16-10, the
return loss dependence over frequency is shown for the case when slot
length L is kept constant at L=53mm and width W is changed from 1mm to
3mm. As can be seen from the graphs, increasing the slot’s width W
improves an overall return loss characteristic of the antenna.

Fig. 16-11 shows the return loss as a function of frequency when the
slot’s width W is kept fixed at 3mm and the slot’s length is changed from
50mm to 53mm. Here, reduction of the slot’s length leads to slight
degradation of antenna performance in terms of return loss in the 2.4GHz
WLAN frequency band.

Figure 16-11. RL(f) for various slot heights

After verifying the antenna design with regard to impedance match,
further attention was paid to radiation pattern shape and axial ratio
characteristics (defining circular polarization performance). Fig. 16-12
represents two radiation patterns, as measured in two orthogonal planes
normal to the top surface of antenna. It can be clearly seen that the antenna
produces a radiation pattern with distinctive null in the broadside. Front-to-
back ratio is 15dB and the main lobes are positioned at angle from the
broadside. Further measurements revealed similar radiation patterns in any
plane orthogonal to the slot surface, which means that antenna produced the
required conical radiation pattern.

The results for axial ratio of the antenna as obtained at an angle of 30°
from the broadside direction are shown in Fig. 16-13. Here the solid line
represents the calculated values of axial ratio and the dashed line represents
the measured values in the 2.4GHz WLAN frequency band. Both graphs
well match each other. The two axial ratio curves are positioned below the
3dB level, which proves that the theoretical design and the manufactured
antenna exhibit good quality circular polarization.
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Figure 16-12. Experimental radiation patterns in two orthogonal planes

Figure 16-13. Simulated and measured axial ratios at

4. CONCLUSIONS

There is a growing need for low cost and aesthetically pleasing Access
Point antennas for rapidly developing 2.4GHz WLAN standards such as
IEEE 802.11 b/g. Here we have proposed a Radial Line Slot Array (RLSA)
antenna as a suitable candidate for such application. This antenna features a
planar format with a pleasant aesthetic appearance, which is a welcoming
attribute in the home and enterprise environments. In order to accomplish its
design, in-house developed software and commercially available Ansoft
HFSS have been used as design tools. A number of prototypes of this
antenna have been manufactured and tested. All of them have shown good
return loss performance and a conical radiation pattern with high quality
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circular polarization across the entire 2.4GHz ISM frequency band. The
obtained experimental results match well with the ones obtained in
simulations. The proposed manufacturing technique is inexpensive and
further significant reductions in cost can be expected if the antenna is mass
produced.
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SOFTWARE CONTROLLED GENERATOR FOR
ELECTROMAGNETIC COMPATIBILITY
EVALUATION

Piotr Gajewski, Jerzy Lopatka
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Abstract: This paper presents a concept of a testbed designed for laboratory and field
tests of wireless communication equipment and systems. The paper presents
also a proposal of its use for evaluation of Quality of Service for defined
particular scenarios. One of the testbed elements is a software defined arbitrary
generator, that enables generation of both predefined signals and interference.

Key words: arbitrary signal generator, testbed, EMC

1. INTRODUCTION

Electromagnetic compatibility issues are significant problems for
civilian, government and military wireless systems. This is caused by
increasing number of various systems and continuously higher demands for
bandwidth and data rates. The limited amount of available bandwidths
causes a need for co-existence of different systems, assuming controlled
degradation of each system performance by interference generated by
another users of the system or another systems.

The use of COTS technology is an effective way to improve efficiency of
military communications and information systems (CIS) development. In
particular, some commercial wireless technologies have been recently tested
for military applications. Many vendors offer military versions of such
widely known wireless systems like GSM, TETRA, HIPERLAN (wireless
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LAN) etc. The newest and perspective commercial technologies for wireless
access should be also examined for military applications. This refers also to
tactical systems, including peer-to-peer combat network radio (CNR) as well
as radio access to the mobile tactical network by radio access points (RAPs).
The necessity of coexistence of many radio networks based on different
modulation methods (e.g. HF, DSSS) and different multiple access schemes
(e.g. TDMA, CDMA) within limited area of military forces deployment
creates specific demands for fulfilling electromagnetic compatibility criteria.

Another problem is coexistence of both civilian and military systems in
the same bandwidth. In this case a precise legal solutions are required to
describe rules of operations. In these cases law must decide which systems
has priority, e.g. civilian landing system is more important than military data
transmission system. Because both systems cannot work in the same time
and in the same place, the less important system must be able to monitor if
the superior one is working and cease its own operation for some period of
time.

The very important problem for military wireless systems is their
immunity against accidental interference caused by rapid changes of systems
configuration and intentional jamming generated by enemy. The
survivability of the system must be verified on all communications layers,
and system structure and management procedures must be optimised to
provide maximum quality of service (QoS). Generally, bit-error-rate (BER),
signal-to-noise-ratio (SNR) or signal-to-interference-ratio (SIR) are the most
frequently used measures to define QoS.

The radio resources allocation (RRA) is one of the main questions of
wireless systems planning and management. The mobility of user, specific
conditions of electromagnetic waves propagation, and heterogeneous
phenomena of multimedia traffic create significantly difficult environment
for developing effective radio resources allocation procedures, especially
channel assignment, power control as well as data traffic control. The RRA
algorithms should maximize the number of satisfied users within the
available radio bandwidth. A user is satisfied if its session quality is below
the acceptable level for an insignificant amount of time.

All these problems are essential for system users. Some of them can be
solved using law regulations, some by proper system configuration during
the design stage and some by analytic simulations. The most accurate
information can be collected during system operation, but introduction of
modifications at this stage is usually the most expensive. It seems that the
most effective way to achieve, reliable and recurrent results are extensive
laboratory tests, verified during field tests before system implementation [1].
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2. TESTBED FOR ASSESSING QOS AND RRA
METHODS

Future wireless personal communication systems should provide mobile
users with a broad range of multimedia services including voice, data, and
video with guaranteed quality of service (QoS).

The most often used QoS measures are the blocking probability and
outage probability caused by significant increase of interference level in the
service area. We can denote outage probability in interference environment
as [2]:

where is the maximal acceptable value of BER for particular service,
modulation scheme, access method, etc. Current value of BER is a random
variable that is dependent on many factors like temporary SIR and SNR,
number of users, services, etc.

Maximal utilization of system’s radio resources can be achieved with
RRA being an optimisation process. The optimisation should be realized
both during system planning and QoS management when system operates.
For this reason, we use some system data, which include system
characteristics especially system disposed resources as well as traffic
parameters. For example, analysis of CDMA systems shows that
transmitters’ powers, transmission rates, correlation characteristics of the
codes, number of users and theirs activities, are the most important factors
limiting the system capacity. A fast and accurate power control can
compensate for a too large decrease in signal-to-noise ratio at the receiver
input and keep it above the threshold level. However, in bad-link conditions,
transmitter level can become too high, causing increase of interference in
other ongoing calls. To limit such a phenomenon, two alternatives are
proposed for CDMA systems in [3]:

power and rate adaptation; in the case of bad conditions the transmission
power is limited to while transmission rate is reduced to meet
needed QoS,
truncated rate adaptation; in bad conditions the data rate is adapted with a
fixed transmission power or transmission is suspended, causing
transmission delay.
To assign channels (codes or/and time slots), the channels segregation

algorithm is proposed. The channel segregation algorithm reduces the
processing power demand as well as avoids the particular planning of radio
network. For codes segregation, the Self Organizing Feature Map algorithm,
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based on neural network method has been developed and tested [2]. In this
self-adaptive learning method, the codes are assigned in the order of the so-
called priority list of codes. This list is made and updated based on the
relationships between signal level and interference level estimated according
to the spatial distribution of users. Here, the BER values are also used as a
criterion for optimisation.

As the first step of system verification, the simplified analytical models
are used to assess system performance by means of the specialized software
tools. The field tests are the next step of technical solutions validation before
the system implementation. To achieve the acceptable tests accuracy, an
adequate laboratory testbed should be deployed.

The laboratory tests should be precisely organized and the following
must be established:

typical scenarios of operation,
measured parameters and quality measures of the system,
minimal requirements for each result,
methodology of conducting each test.
Besides the typical situation tests, the testbed should enable examination

of system performance in abnormal situations. These can be caused by very
heavy traffic, rapid changes of system configuration, malfunctions of
equipment, intentional jamming etc. [4].

3. TESTBED CONFIGURATION

Fig. 17-1 presents architecture of the testbed, used for wireless systems
tests. It enables connection of devices under test (DUT) to the RF test unit
that contains passive, star-shape network with 10 identical passive bi-
directional branches, where each branch consists of a set of attenuators, and
the fixed attenuators attenuate output power of DUTs. Their values are
preset before the test, according to the assumed scenario. Variable
attenuators are used for simulation of subscribers’ movements, slow fading,
changes of the system configuration, and the equipment malfunctions.
Subscriber’s simulators are PCs that are sources and sinks of sound and data.
The software uses traffic models according to the defined scenario. The main
server is a PC based server for a remote control of all units.

The testbed contains also a traffic simulator, modular software receiver
(MSR) and arbitrary generator (ARB). They act as a source of interference.
Traffic simulator can control the ARB and emulate the background RF
traffic imitating other subscribers of the same system, subscribers of other
systems and other sources of interference. The MSR [5] is a software defined
receiver that acts as a radio monitoring station which can control the
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arbitrary generator to imitate intentional jamming systems. The testbed can
be also equipped with RF channel simulator that can simulate influence of
real propagation circumstances on the system performance. It is also possible
to establish a connection to other systems, i.e. ISDN wired system through
radio access point. Measurements of quality of service between wireless
system subscriber and ISDN subscriber are also possible.

Figure 17-1. Block diagram of the testbed

4. ARBITRARY GENERATOR

The ARB can generate up to 5 different signals in the same time. It
consists of three main parts: PCI board, generating baseband IQ signals, IQ
generator and dedicated PC software. The ARB board contains 7 functional
blocks (Fig. 17-2):

DSP based real time IQ modulator for narrowband modulations;
SRAM block for narrowband waveforms generation;
DRAM block for wideband waveforms generation;
digital up-converter (DUC) FIR signal filtration and interpolation,
two DACs generating IQ signals and working with 100 MHz sampling
frequency;
external interfaces;
control logic.
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The DSP based modulator can perform a real-time narrowband
modulation. Its input can accept both analog and digital signals in the
acoustics band. The DSP is working in 34 kHz interrupt mode and enables
generation of signals with bandwidth of up to 25 kHz. The DSP performs
AM, FM, SSB, FSK, PSK and QAM modulations with software controlled
modulation type and parameters. The modulator is realized on the basis of
Texas Instruments TMS 320c50 processor.

The SRAM block consists of 2 independent modules, with capacity of 4
MB each. Hence the DUG accepts IQ pairs of 16 bit samples it gives 1M of
IQ pairs. The modules can work alternatively in generation and load modes.
RAM can be loaded from PC or from external interface e.g. DSP system.

Figure 17-2. Block diagram of the generator

Memory space can be divided into parts, to store different waveforms.
Specified sections of the waveforms can be played back once, in a sequence,
or in a loop. The length of each waveform and DUG channel number, used
for signal generation, is also programmed. Data rate of the waveform
generation is variable and depends on the interpolation factor programmed in
the DUC. During loading of one SRAM module, the other module can
generate waveforms. Switching between modules is seamless for the DUC,
so it is possible to change the waveform “on the run”.
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DRAM block has a capacity of 2x128MB. It operates in a similar way to
SRAM block, but because of the larger capacity, it can generate longer
sequences that are necessary for signals played back with higher data rates.
Data from DRAM can be also directly transmitted to the parallel input of
DUC, with the 100MHz clock that enables generation of up to 70 MHz wide
signal and its superimposition on up to 4 channels generated by DUC.

Digital up-converter (DUC), see Fig. 17-3., is a quad, multi-standard
transmit chip GC 4116 from Gray Chip [6]. It contains four identical up-
conversion channels. The input signal is filtered by 63 tap programmable
FIR filter. It can be used to shape spectrum of the transmitted signal to meet
particular standard requirements or to be used as a Nyquist filter, or for
compensation of spectral distortion introduced by analogue filters, the IQ
generator, and the amplifier or coupling devices.

The filtered signal can be interpolated in the FIR and CIC filters by a
factor of 32-5792 that gives the minimum input sampling frequency about 17
kHz for the 100 MHz output frequency. The maximum input sampling
frequency is about 3.1 MHz, and enables generation of signals with
bandwidth up to 2,5 MHz. By combining two channels together it is also
possible do increase the bandwidth twice. In IQ mode, the interpolation
factor is divided by 2.

Figure 17-3. Digital up-converter block diagram

Interpolated signals are modulated, with resolution 0,02Hz, by
programmable sine/cosine NCO, and the output signal can be a real or
complex one. Output signals from four channels, can be added together with
the programmed levels. The combined signal can be also added to a signal
from the parallel 22 bit-wide DUC input. It enables introduction of a larger
number of channels, but also make possible combining of the signal with
wideband signals transmitted directly from the DRAM block.

The up-converter provides over 116 dB of spur free dynamic range that
exceeds requirements of most of the standards.
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Figure 17-4. Frequency shifter block diagram

Applied digital-to-analog converters AD9772A from Analog Devices [7]
are oversampling, 14-bit chips, optimised for baseband or IF waveform
reconstruction applications requiring a high dynamic range. They integrate a
complete, low distortion 14-bit DAC with a 2× digital interpolation filter and
clock multiplier. The interpolation filter provides a low-pass response, useful
for IQ applications, providing reduction in the complexity of the analogue
reconstruction filter by suppressing the original upper in-band image by
more than 73 dB. For direct IF applications, the filter response can be
reconfigured to select the upper in-band image while suppressing the
original baseband image.

The ARB also contains external interfaces to perform control in real-
time:

Coreco’s Auxiliary BUS (CAB) – 32-bit bus working at 50 MHz [8]; it is
a bus for communications between DSP board and ARB board. It enables
remote programming and control of ARB, but also can be used for direct
transmission of waveforms from the DSP board to DUC and signal
generation “on line”.
Serial bus, the 50 MHz dedicated link between TI DSP-s and other
boards; it can be used for ARB programming and control.
PCI or CPCI bus; mainly used for board programming purposes and
waveform download. CPCI version is dedicated for ruggedized solutions.
ARB contains also a set of software generators. They can generate both

narrowband and wideband signals like CW, AM, FM, FSK, MFSK, PSK,
QAM, OFDM etc. with selected parameters. For the interference generation,
ARB also contains generators of Gaussian and syllabic noise, as well as
COMB and CHIRP signals. All types of signals can be mixed together to
create more complex signals. The generated signals are stored as files in a
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predefined signals library on the HDD. Elaborated software allows also the
use of recorded real signals and those artificially generated using Matlab,
Excel or other external software.

Any IQ generator can be used as the frequency shifter. For tests of HF,
VHF equipment, we proposed a fast synthesizer, working in the range of
20-500 MHz (see Fig. 17-4.). According to a stored sequence, it can perform
up to 300 hops per second that can be used for imitation of frequency hoping
radios.

5. CONCLUSIONS

The designed testbed is a flexible platform for multilevel analysis and
tests of wireless equipment and systems reception of radio signals. One of its
elements is an arbitrary generator that can generate a variety of interfering
signals. It can work according to the predefined scenario, but also enables
adaptive changes of the generated signals that imitate presence of the
intentional jamming. The solution can be also used in automated radio-
monitoring systems, EW applications etc.
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Abstract The intense requirements of high-speed implementations of MultiDi-
mensional (MD) Digital Signal Processing (DSP) systems justify the
Application Specific Integrated Circuits (ASIC) designs and/or multi-
processor implementations. MD retiming has been recently proposed to
improve the circuitry performance in high-level synthesis of single-rate
MD DSP systems. This paper has conducted new theoretical analysis
of MD multirate DSP systems modeled in data-flow graphs, and pro-
poses intercalation of MD multirate systems so that unified MD retiming
operations can be applied on multidimensional multirate DSP systems.
By retiming and intercalation, full intra-iteration parallelism is achieved
and functional elements can be executed simultaneously on circuits for
the generic class of MD multirate DSP systems.

Keywords: Multirate Signal Processing, MD Data Flow Graph, Multidimenional
Retiming.

1. INTRODUCTION
The intense requirements of high-speed implementations of MultiDi-

mensional (MD) Digital Signal Processing (DSP) systems in practical
applications justify the Application Specific Integrated Circuits (ASIC)
designs and parallel processing implementations. These MD DSP appli-
cations include multimedia processing, computer vision, high-definition
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television, medical imaging, remote sensing, and computation tasks in
fluid dynamics. Due to the features of hierarchical signal analysis and
multiresolution analysis, many of these applications are multirate in na-
ture[2], meaning that the sample rates are not constant throughout the
algorithm description.

There are many famous multirate MD DSP applications including
Discrete Wavelet Transform [2, 20], Full Wavelet Transform [20], Multi-
Wavelet Transform [1], M-ary Wavelet Transform [9, 20], Wavelet Packet
Transform [10], Embedded Zerotree Wavelet coding [17], Set Partitioning
In Hierarchical Trees [16], Spatial-Frequency Quantization [23, 24], and
etc. The theory of multirate DSP systems has matured over the past
decade [2, 20], but there have been only a few research papers, e.g., [7,
8, 25, 3, 5] reported in literature on a generalized theory for high level
synthesis of multirate MD systems.

As one of important theories in high level synthesis of single-rate MD
DSP algorithms, the recently proposed MD retiming [4, 13–15] improves
the circuitry performance by guaranteeing that all functional elements
can be executed simultaneously on circuits.

Most researches on retiming operations are focused on single-rate DSP
algorithms only. There have been several papers ([5, 7, 8, 25, 26]) pub-
lished in literature with research on applying retiming operations to
multirate systems. For example, [26] has explored the use of retiming
for attempting to reduce the execution time of one-dimensional Syn-
chronous Data Flow Graphs (SDFG). It develops the basic definitions
and results necessary to express and study SDFGs and review the prob-
lems faced when attempting to retime an SDFG in order to minimize
clock period, and then present algorithms for doing this. [8] has reported
valuable research on retiming graph construction to reduce interface reg-
ister cost for building blocks based on 1-D multirate dataflow graphs, [5]
has derived retiming for folding constraints which indicate how a multi-
rate dataflow graph must be retimed for a given schedule to be feasible,
and [25] has provided a new valid retiming of multirate graphs using the
non-ordinary marked graph model and the reachability theory.

However, there are still many problems open regarding the application
of retiming operations onto multirate DSP systems. For example, what
are the necessary and sufficient conditions for the applicability of the
retiming on the multirate dataflow graph [26]? Is the technique of re-
timing operation applicable to an ARBITRARY multirate DSP dataflow
graph? Is there a unified methodology for retiming operations on both
single-rate and multirate systems? The last problem is addressed in this
paper based on a comprehensive modeling and analysis of multirate MD
dataflow graphs. We have constructed in the paper a complete theo-
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retical analysis of modeling MD multirate DSP algorithms in dataflow
graphs. Based on the analysis, the paper proposes a novel technique of
MD intercalation in an iteration space that is used for retiming.

2. RESEARCH BACKGROUND
An MD Data Flow Graph (MDFG) [4, 13–15], G=(V, E, d, t), is a

node-weighted and edge-weighted directed graph modeling an MD DSP
algorithm. V is the set of computation nodes. is the set of
edges representing the data flows and dependencies between nodes, d is
the set of delay-weights (n-component vectors) on E (each edge is associ-
ated with an n-component vector as its delay-weight) and represents the
MD delays of data flowing between two nodes, with being the number
of dimensions of the algorithm, t is the set of computation times (in
clock cycles) for the computation nodes.

An iteration is the execution of a loop body exactly once, i.e., ex-
ecuting the task corresponding to each node in V exactly once. By
replicating an MDFG at multi-dimensionally indexed positions, we ex-
pand an iteration space, where each MDFG, excluding the edges with
delay vectors different from (0, 0, …, 0), is taken as a cell indexed by
Cartesian coordinates. Those non-zero delay weighted edges within the
MDFG give specifications of the dependencies between these cells in the
iteration space. Due to the causality, a legal MDFG must have no zero-
delay cycle, i.e., the summation of the delay vectors along any cycle path
in the MDFG can not be (0, 0, …, 0).

A multi-dimensional retiming operation on a node redistributes
the nodes in the cells in iteration space. The retiming vector r(u) of a
node represents the offset vector between the original cell contain-
ing u, and the one after retiming. To preserve dependencies in iteration
space after retiming operations, delay-weights of edges change accord-
ingly. Formally, for edge we have the retiming equation [4]

where d(e) or is the delay-weight of edge e after or before retiming
respectively. After retiming, an instance of node u in the cell indexed
by i in iteration space is moved to cell i-r(u).

Obtaining full inter-operation parallelism is equivalent to obtaining
non-zero delays on all edges of the MDFG by retiming techniques such
that the computation tasks corresponding to all nodes in the retimed
MDFG can be executed simultaneously. The delay-weights on the edges
outgoing from a computation node in the MDFG corresponds to the
necessary storage of the data outgoing from this computation node to
its following computation nodes. Therefore, another key purpose of the
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retiming technique is to minimize the system storage requirement by
modifying the delay-weights on edges in the MDFG.

3. THEORETICAL ANALYSIS OF
MODELING MR MD DSP ALGORITHMS

Multirate DSP algorithm descriptions contain decimators and/or ex-
panders to represent multirate data flows [5, 12, 18, 19]. Those deci-
mators and expanders can be modeled by multirate-weighted on
edges. Consider an edge connecting two computation nodes
u and v in the MR-MDFG. The dependence relationship between data
streams at both sides of edge e in the MR-MDFG is represented by:

where P is the data stream flowing out from node v and Q is the data
stream flowing out from node u. Applying traditional retiming vectors
r(U) and r(V) on the nodes of U and V, we have the new offset-weight
of as

Definition 3.1: In an MR-MDFG, the rate of a path P, Z(p), is de-
fined as where represents all edges along path
Definition 3.2: The rate of an edge is defined as

where the maximum is taken over all paths from
the sources of the MR-MDFG to and going through edge e. Defi-
nition 3.3: We define an MR-MDFG as a rate-balanced MR-MDFG if,
for any internal computation node in the MR-MDFG, the rates of this
node’s two input edges are equal. Otherwise, the MR-MDFG is de-
fined as rate-conflict. Definition 3.4: The delay of a path is
defined as where is assumed to be 1,
and and are all K edges along p from the beginning to the
end.

Lemma 3.1 If and only if an MR-MDFG is rate-balanced, for any edge
in the MR-MDFG, e.g., we have where is ANY
path from a source of the MR-MDFG to node v and goes through edge
e, i.e., all are equal for ANY path that starts from a source of
the MR-MDFG to and goes through e.

Lemma 3.2: Such relation always exists for the retiming operations
along any path p in the multirate-MDFG:
where u and v are respectively the starting node and the destination
node of path p.

Theorem 3.1: 1) All rate-balanced MR-MDFGs are stable for retiming;
2) If in a branch-type rate-conflict MR-MDFG there exists a rate-conflict
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edge whose primary paths have more than one common node, the MR-
MDFG is not stable for retiming; 3) None of the cycle-type rate-conflict
MR-MDFG is stable for retiming.

proof:
1) Suppose u and v are any two nodes in a rate-balanced MR-MDFG.

Assume two different paths and from u to v. Let be the path
from one of the sources of the MR-MDFG to u. Since and have
the same destination node (i.e., v), we can find a node such that
and respectively go through edges and (the two input edges of
node and path (called is the common part of and
Thus we have and where paths and

are respectively another part of and Finally, we conclude
that (per Definition 3.3)
(per Lemma 3.1) (per Definition
3.1)

This leads to the conclusion that all rate-balanced
MR-MDFGs are stable for retiming if Lemma 3.2 is considered.

2) In a branch-type rate-conflict MR-MDFG where there exists a rate-
conflict edge whose primary paths and have more than
one common nodes, we can assume a node u (which is different from
v) as one of the common nodes of and goes through
and goes through where and are the two input edges
of node v. If u is a source of the MR-MDFG, based on Lemma 3.2,
we simply draw the conclusion that the MR-MDFG is not stable for
retiming because If u is not a source of the MR-
MDFG, we suppose that and are respectively
a part of and and and are respectively another part of

and Since we have based
on Definition 3.2, where is the first part and is the second part
of path Thus we have

Similarly considering edge we also have
So implying

Thus the MR-MDFG is not stable for retiming based on Lemma 3.2.
3) Suppose there is a rate-conflict edge whose primary paths

are and in a cycle-type rate-conflict MR-MDFG, and goes
through e. Let the starting node of be s, a source of the MR-MDFG.
Because is different from we have two paths from s to u: and

Apparently Thus the MR-MDFG is
not stable for retiming based on Lemma 3.2. End of Proof.

Theorem 3.2: If and only if an MR-MDFG is rate-balanced, such
property exists: when we cut off all multirate-weighted edges (i.e., those
edges whose multirate-weights are not unit matrices), and obtain sub-
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graphs each of which is a single-rate MDFG, all those multirate-weighted
edges in the original MR-MDFG that are pointed directly into the same
subgraph belong to a rate-identical cut.

proof:
1) Suppose that an MR-MDFG is rate-balanced, and there are two

edges and with different rates directly pointed into the same sub-
graph Let u and v be the nodes in that are directly connected to

and respectively. Because is a connected graph, we can find a
node t in it such that there are two paths and from the sources of
the original MR-MDFG going through and respectively and hav-
ing t as the same destination. Since all edges in are of single-rate,

and are equal to and respectively. So we
have which is contradictory to Lemma 3.1.

2) If an MR-MDFG is rate-conflict, we can find a rate-conflict edge e:
and let its primary paths be and Suppose u is in subgraph

if all multirate-weighted edges in the MR-MDFG are cut off. Now we
claim that there exist two multirate-weighted edges with different rates
in the original MR-MDFG pointed directly into Otherwise, any two
different paths from the sources of MR-MDFG to node u would have the
same rate because all edges in     are of single-rate. End of Proof.

4. THE TECHNIQUE OF MD
INTERCALATION

Lemma 4.1: The cell dependence vectors in the iteration space that
correspond to the multirate-weighted edges in an MR-MDFG have lengths
of O(N) in the iteration space, where N is the input size of the DSP al-
gorithm represented by the MR-MDFG.

Proof:
Assume an edge with the offset-weight d(e) and the

multirate-weight M(e) in the MR-MDFG. Suppose that a cell depen-
dence vector in the iteration space corresponding to e is from the cell
including U (indexed by S) to the cell including V (indexed by T). Ac-
cording to 18.2 and the concept of the cell dependence vector, the length
of this cell dependence vector should be

where are di-
agonal elements in matrix M(e), are elements in offset-
vector d(e), both M(e) and d(e) are taken as constant values independent
of the DSP algorithm’s input size N, and are Cartesian
coordinates of S in the iteration space ranged by the algorithm’s input
size N. End of Proof.
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Theorem 4.1: The traditional MD retiming techniques cannot asymp-
totically reduce the minimum storage requirement in the hardware map-
ping of multirate MD DSP algorithms which are represented by MR-
MDFGs.

Proof:
Consider an edge e: U V in an MR-MDFG, and two retiming

vectors r(U) and r(V). From 18.3 we have e’s retimed offset weight
A retiming vector is applied to the

same computation node in all cells (MDFGs). In other words, the same
computation node in all cells will be moved by the same distance in the
iteration space according to the retiming vector, thus the length of the
retiming vector (or the moving distance) should be a small value inde-
pendent of N (the algorithm’s input size). Otherwise the epilogue[14] or
prologue [14] will be so big that the retiming operations are meaningless.

Because only r(U) and r(V) affect the changing of the length of the
cell dependence vector between these two nodes in retiming operations,
after retiming operations, the length of the cell dependence vector is
still O(N). Since to reduce the lengths of cell dependence vectors is the
only benefit that can be exploited by retiming operations to reduce the
minimum storage requirement, we reach the conclusion described in this
theorem. End of Proof.

Procedure 4.1: MD intercalation
Step 1. Partitioning the rate-balanced MR-MDFG into single-rate sub-

graphs: Cut off all multirate-weighted edges from the MR-MDFG (i.e.,
those edges whose multirate-weights are not unit matrices) to obtain
subgraphs each of which is a single-rate MDFG.

Step 2. Creating the normalization matrix: Suppose that the original
MR-MDFG has been partitioned into K subgraphs: in
Step 1, and the rates of these subgraphs are represented by matrices

Assume are the diagonal elements of
the matrix Create a special diagonal matrix called
normalization matrix whose diagonal elements are eval-
uated in the following way: is equal to the least common multiple
of

Step 3. MD expansion and intercalation in the iteration space: Con-
sider any a cell indexed by an n-component vector t in iteration space,
and a subgraph which is partitioned from the original
MR-MDFG in the first step and located in this cell. The operation of
MD intercalation on this subgraph in this cell is to move (including
all the nodes and edges within to a new position in iteration space
indexed by vector Apply such operation of MD intercalation to
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all partitioned subgraphs (in the first step) in all cells in the iteration
space. End of Proof.

We call Procedure 4.1 as “MD intercalation” because the MR-MDFG
is partitioned into single-rate subgraphs and these subgraphs are “inter-
calated” in iteration space according to their rates.

Theorem 4.2: After the MD intercalation for rate-balanced MR-MDFG’s,
the lengths of the dependence vectors in n-D iteration space are inde-
pendent of the DSP algorithm’s input size.

proof:
Assume an edge e: U V with the offset-weight d(e) and the

multirate-weight M(e).
1) If its multirate-weight M(e) is a unit matrix, e is in a subgraph

(assumed to be partitioned in Step 1. The dependence vector in the
iteration space corresponding to e is from the cell including U (indexed
by S) to the cell including V (indexed by T). The length of the depen-
dence vector before MD intercalation is Suppose that

rate is The instance of in the cell at S is moved to the position
The instance of at T is moved to the position

according to Step 3 in the procedure of MD intercalation. The length of
the dependence vector is which
is independent of the algorithm’s input size (the range of the iteration
space).

2) If e’s multirate-weight M(e) is not a unit matrix, e must be between
two subgraphs (assumed to be and ) partitioned in Step 1. Suppose
U is in and V is in and rates are and respectively.
The dependence vector in the iteration space corresponding to e is from
the cell including U (indexed by S) to the cell including V (indexed
by T). The length of the dependence vector before MD intercalation is

After MD intercalation, the instance of
(including U) in cell S is moved to the position and the

instance of (including V) in cell T is moved to the position
Thus the length of the dependence vector after MD intercalation is

which is independent of the algorithm’s input size, or the
range of the iteration space. End of Proof.
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5. RETIMING FORMULATIONS FOR
MR-MDFG’S

RETIMING EQUATIONS FOR INTERCALATED
ITERATION SPACE

Assume an edge e: U V with offset-weight d(e) and multirate-
weight M(e) in a rate-balanced MR-MDFG. Suppose in the first step of
the MD intercalation the MR-MDFG is partitioned, and nodes U and V
are in the subgraphs and respectively, with as the rate of
and as the rate of is the normalization matrix.

1) If M(e) is a unit matrix, or e is a single-rate edge, is the same
as and Before MD intercalation: retiming vector r(U) (or
r(V)) is defined as the difference vector between the original position
and the retimed position of node U (or V) in the iteration space in
terms of Cartesian coordinates. Similar to [4, 13–15], the dependence
vector before retiming is d(e), and the dependence vector after retiming
is After MD intercalation: nodes U and V in any
cell in the iteration space are moved according to thus U and V are
only possibly located in the grid whose positions are indexed by
ranged in the iteration space, where X is any n-component vector whose
elements are integers. We redefine the retiming vector r(U) (or r(V))
after MD intercalation as the moving distance within the grid of node U
(or V). As in the proof of Theorem 4.2, the dependence vector in the
iteration space after MD intercalation yet before retiming is
Furthermore, the dependence vector in the iteration space after MD
intercalation and after retiming is

2) If M(e) is not a unit matrix, in other words, if e is not a single-rate
edge, is different from and is not equal to Before MD
intercalation: retiming vector r(U) (or r(V)) is defined as the difference
vector between the original position and the retimed position of node U
(or V) in the iteration space in terms of Cartesian coordinates. Suppose
in a cell indexed by S in the iteration space is found a copy of the
MR-MDFG in which a node U is located. The dependence vector in
the iteration space starting from this node U is The
dependence vector after retiming (yet before MD intercalation) is

based on 18.2 and 18.3 and the restriction
that the dependence relationships should not be changed after retiming.
After MD intercalation: as in the above paragraph, U (or V) is only
possibly located in the grid whose positions are indexed by (or

ranged in the iteration space, where X is any n-component
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vector whose elements are integers. We also redefine the retiming vector
r(U) (or r(V)) after MD intercalation as the moving distance within the
grid for node U (or V). The dependence vector in the iteration space
after MD intercalation yet before retiming is according to
Theorem 4.2. Considering the dependence vector in the iteration space
after retiming yet without MD intercalation, and the different moving
distances of r(U) and r(V) because of MD intercalation, we have that
the dependence vector in the iteration space after MD intercalation and
after retiming is with the same equation as
for single-rate edge.

Based on the above analysis, by MD intercalation, we have unified
MD retiming equations for single-rate edges and for multirate edges in
the MR-MDFG. Moreover, the lengths of dependence vectors after MD
intercalation and retiming are independent of the data positions in iter-
ation space.

SERIAL PROCESSING ORDER ON MD DATA
SET

Suppose the system is n-D. A group of n n-dimensional unitary or-
thogonal vectors is used to describe the processing order.
Let (A, B) be the inner product of any two vectors A and B.

Consider any two data samples indexed by n-component vectors X
and Y respectively in the MD data set. The processing order of X and
Y is decided as the following. 1) If the sample corre-
sponding to the smaller one of the two inner products will be processed
earlier. 2) Else if the sample corresponding to the
smaller one of the two inner products will be processed earlier. 3)···. n)
Else if the sample corresponding to the smaller one
of the two inner products will be processed earlier.

Let be the maximum number of samples from the MD data set
on a hyperplane indicated by equation where X is the
n-component vector to index the sample, and is any constant value.
Let be the maximum number of samples on a hyperplane indicated
by equations as well as where and
are any constant values. Let be …. …. Let          be the maximum
number of samples on a hyperplane indicated by equations

and where and
are any constant values.

Definition 5.1: The Eigen-function F(X) of a linear processing order
on an MD data set represented by is

where X is any n-component vector.
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THE COMPLETE RETIMING FORMULATION
Let be the storage cost for a computation node v in the MR-MDFG

in hardware mapping. is the minimum storage necessary to store the
data outgoing from node v and later consumed by other computation
nodes in the MR-MDFG. Define W(u,v) as min where the
minimum is taken over is any path from node u to node v}. Let
t(u) be the time for the computation node u to perform a calculation.
Define t(p) as where path p consists of nodes
Define t(u, v) as Max{t(p)}where the maximum is taken over {p | p is
any path from u to v such that F(d(p))=W(u,v)}.

Theorem 5.1: The complete formulation of retiming for MD interca-
lated iteration space should be under the following constraints: 1) cost
constraint: for any edge e: out-
going from u in the MR-MDFG; 2) causality constraint:

for any edge in the MR-MDFG; 3) clock period constraint:
for all nodes u and v in the MR-MDFG such

that where c is the requirement of the system’s minimum
clock period.

Proof.
In the case of single-rate MR-MDFG, the MD intercalation will not

lead to the partition of the MR-MDFG because the multirate-weight of
any edge in the MR-MDFG is a unit matrix. Then the proof of this
theorem is simply an extension from the 2-D case [4] to n-D case. The
proof follows the similar proof for 2-D case. Note that we use unitary
vectors in n-D space to designate the processing order.

In the case that not all edges in the MR-MDFG have unit matrices
as the multirate-weights, the retiming vector r(u) has been redefined as
the moving distance vector within the grid by intercalation (instead of
within iteration space), but the retiming equations for an MR-MDFG
are the same as the normal retiming equations for a single-rate MR-
MDFG according to the analyses in this section. Based on the unified
MD retiming equations for the single-rate edges and the multirate edges
in the MR-MDFG given in this section, and considering that the three
constraints for the case of single-rate MR-MDFG had been derived only
from the same retiming equations in [4], we can conclude the same three
constraints of the retiming formulations for the MR-MDFG, followed by
the reasoning similar to the proof in [4]. End of Proof.

The complete formulation of the MD retiming for a multirate MD DSP
algorithm represented by an MR-MDFG, which are preprocessed by the
MD intercalation, is described as: to find retiming vectors for the compu-
tation nodes in the MR-MDFG so as to minimize un-
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der the cost constraint, causality constraint and clock period constraint,
where V is the set of all nodes in the MR-MDFG.

There are many practical procedures that have been derived from this
traditional single-rate formulation, some of which can be found in [4,
13–15, 6, 11]. Since we have proposed a unified formulation of retiming
technology, the systematic procedures for determining retiming vectors
in multirate systems according to the formulation can be established in
the same way as those work in previous literature for single-rate systems.

6. CONCLUSIONS
An important new technique, MD intercalation, is proposed in the

paper. Based on it, a complete UNIFIED formulation of retiming op-
erations for MD multirate DSP algorithms represented by MR-MDFG’s
is proposed, where clock period constraint, cost minimization, causality
constraint, and arbitrarily linear processing order are addressed.
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EFFICIENT DECISION FEEDBACK
EQUALISATION OF NONLINEAR
VOLTERRA CHANNELS
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Abstract Intersymbol interference caused by nonlinear channel imperfections can
be reduced by a Decision Feedback Equaliser (DFE). The desire to
eliminate the need for a tentative decision that arises in the nonlinear
channel DFE has led to the development of root finding methods for
obtaining the correct symbols in such equalisers. This chapter offers
several further developments to this approach. An a priori root selection
method suitable for up to 3rd order nonlinear Volterra channels is given.
An analysis of the conditions for monotonicity of Volterra channels is
presented. Finally, an efficient symbol decision method suitable for
general Nth order nonlinear channels using a modified form of the
bisection method is developed.

Keywords: Decision Feedback Equaliser, Channel Equalisation, Intersymbol Inter-
ference, Tentative Decision, Root Finding Method, Nonlinear Channel,
Volterra Channel, Volterra Model

1. INTRODUCTION
Nonlinear intersymbol interference (ISI) caused by channel nonlinear-

ities can lead to a significant increase in the error rate of communication
and digital storage channels. A Decision Feedback Equaliser (DFE) in-
corporating nonlinear feedback filters as typically shown in Figure 19-1,
is aimed at decreasing this effect [1-5]. Error recovery for such DFEs for
Nth order nonlinear channels has been analysed in [6].
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Unlike linear channels, nonlinear intersymbol interference is caused by
nonlinear components based on past as well as present symbols. In past
work [2-5], this required the DFE to make a tentative decision estimate
of the current symbol, followed by a final decision, as shown in Figure
19-2.

An approach that eliminates the need for a tentative decision, and
improves the probability of error performance is a DFE using a Root
Method [7], to make the symbol decisions, as shown in Figure 19-3.
Figure 19-4 illustrates typical improvement in error probability given by
the Root Method over the tentative decision method for a third order
nonlinear channel. This paper expands on the root method approach in
several ways. Section 3 gives an a priori correct root selection method,
illustrated for 2nd and 3rd order nonlinear Volterra channels. Section 4
gives an analysis of the conditions for monotonicity of Volterra channels.
Finally, Section 5 makes use of the monotonicity assumption to develop
an efficient symbol decision method suitable for general Nth order non-
linear channels using a modified form of the bisection algorithm.

Figure 19-1. Nonlinear channel followed by conventional decision feedback equaliser

ROOT METHOD FOR THE NONLINEAR
CHANNEL DFE

Assume an order nonlinear Volterra channel with input and
output relationship given as:

2.
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Figure 19-2. Nonlinear channel followed by decision feedback equaliser with
Tentative Decision

Figure 19-3. Nonlinear channel followed by Root Finding decision feedback equaliser

where are the first, second, . . . , Nth order Volterra
kernels and we assume that is symmetric in its arguments. is
additive white Gaussian noise with and for
all In terms of the input symbol we can write (19.1) as
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Figure 19-4. Typical improvement given by Root Finding method over the Tentative
Decision method

where

For each possible set of previous inputs given by
where we will refer to the

polynomial:

and for
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as the channel polynomial for this set of previous inputs, where
are defined in (2). Note that there is a channel poly-

nomial for each set of previous inputs. The input-output relation (19.4)
can be written as

Having received the channel output the problem is to decide (esti-
mate) which symbol was sent. However, this involves knowing the
correct values of the previous symbols that have been sent. For the DFE
this problem is tackled by replacing in (19.5), by the
previous decisions So the DFE decision problem be-
comes one of estimating given the model

One method for estimating is to solve

and apply the standard quantiser Q to the solution [1]. The Root Method
of Redfern and Zhou [7], involves finding all the roots of (19.7). However,
the problem is deciding which is the correct root and which are spurious.
Redfern and Zhou propose that the root which is closet in Euclidean
distance to an input symbol be selected. The DFE decision is then this
closest input symbol. The main disadvantage of this method is that
finding all of the roots of a polynomial can be very computationally
intensive. The question addressed in this paper is whether there are
circumstances under which we can obtain the single correct root of (19.7)
without the need to expend effort finding the spurious roots.

Redfern and Zhou [7] briefly proposed a modification of this method
to avoid the computational problem of finding all the roots of (19.7).
The modification was to exploit the fact that there are a finite set of
input symbols by choosing to be the input symbol that minimises the
magnitude of the left hand side of (19.7). Instead of finding all roots of
(19.7), each symbol in the symbol set is substituted and the one that
give the smallest value is chosen, as in

where is the symbol set. Our extensive analysis of the symbol substi-
tution method is beyond the scope of this chapter, and will be published
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elsewhere [10]. This chapter is more concerned with the development
of an efficient root finding approach and the reduction of computational
complexity.

Among nonlinear Volterra channels one can single out those which we
will refer to as monotonic. The solution of (19.7) is equivalent to finding
the mathematical inverse of the channel polynomial at To achieve
this unambiguously in all cases the channel polynomial

must be monotonically increasing or decreasing over the region
occupied by the symbol set, for any given set of previous inputs. We
will refer to the channel as being monotonic if the channel polynomial is
monotonically increasing or deceasing over the symbol region, for each
possible set of previous inputs. We will refer to the channel as being
monotonically increasing (or decreasing) if the channel polynomial is
monotonically increasing (or decreasing) over the symbol region for all
of the previous inputs.

In this chapter we will show that under the condition that the channel
is monotonic over the symbol region, the correct root of (19.7) can be
chosen a priori, or located very efficiently. Although this chapter deals
with general N th order channels, we demonstrate this for second order
channels. We will also show that under this condition that we do not
need to determine the roots of (19.7) at all, we only need to know in
which decision interval the correct root lies. This leads to an efficient
DFE algorithm based on a modified form of the bisection algorithm.
Throughout this chapter we illustrate our analysis for the m-PAM sym-
bol set (i.e.,
however the analysis can be extended to the case of complex symbols.

Finally, we note that in the following we will often use the short hand
notation for the channel polynomial where
no confusion arises.

3. A PRIORI ROOT SELECTION METHOD
This section will give details of how to select a priori the correct root

of (19.7) for a second order channel. Consider the model of the second
order channel polynomial:

where and are defined in (19.3). Given we need to
determine by solving the following:
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Let be the estimate of then we have,

Substituting (19.9) for into (19.11) we have

Since we do not a priori know the value of we need to be able to
choose the + or – sign in (19.12) so that it will give the correct value of

for all in the symbol set.
We can choose the + sign in (19.12) if for all

i.e., if Similarly, we can take the – sign in
(19.12) for all if Therefore, the correct
root is

provided that Finally, we note that if satisfies

then we can make a single sign choice in (19.13), irrespective of the
value of the previous input symbols. In this case the term
in (19.13), can be replaced by

In practice, due to the presence of noise (19.12) may have no roots in
the symbol region (or no roots at all). Thus, when no root lies inside the
symbol range [-(m-1),(m-1)], i.e., when then
we choose to be either -(m-1) or (m-1) depending on which symbol
gives the value closer to zero.

For the third order channel the correct root can be obtained in a
similar fashion. The derivation is more complicated, and space does
not allow the inclusion of the details here. However, the results are as
follows:
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where

and denotes the closest integer to Also, the same type of analysis
can be applied to complex m-QAM input symbols. This type of approach
does not practically extend to higher than third order channels, so an
alternative approach of root (symbol) selection for general N th order
channel is proposed. This approach is based on a modified form of the
bisection algorithm and given in section 5.

4. CONDITION FOR MONOTONIC
CHANNEL POLYNOMIAL OVER THE
SYMBOLS SET FOR ALL POSSIBLE
PREVIOUS DECISIONS

In this section we will derive necessary and sufficient conditions for a
quadratic channel to be monotonic. We will see that these conditions are
precisely those given in the previous section for being able to determine
the correct root for a quadratic channel. We will go on to briefly describe
sufficient conditions for higher order channels to be monotonic. For the
sake of convenience and simplicity of the notation, we write for and

for Then for a second order Volterra
channel the channel polynomial takes the form:

We now find the condition on this polynomial so that the turning point
is outside the symbol range i.e., the channel polynomial to be monotonic
in the symbol range. Here we use m-ary PAM input sequence as an
example, so the symbol range is

The channel polynomial will have no turning point on the interval
[-(m-1), (m-1)] if and only if
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on (-(m-1), (m-1)). Suppose that

with equality only possible at the end points of the interval. This implies
that

where

Since is linear in its maximum values on
will occur at one of the end points. This implies that

Similarly if

with equality only possible at the end points of the interval, we obtain

Thus, the channel polynomial (19.9), will be monotonic if and only if
satisfies (19.24) or (19.26), for each possible set i.e.,

Checking for monotonicity of a quadratic channel from (19.27) can be
difficult when M is large. This is because there may be values of
which lie in possible gaps between the intervals in (19.27); finding these
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will require an exhaustive search over all A simpler
sufficient condition for channel monotonicity is

which is equivalent to the condition

The condition for the third order channel polynomial to be monotonic
over the symbols set for all possible set of previous decisions can be ob-
tained in term of quadratic programming. The conditions are messy and
will not be given here. However, a sufficient condition for monotonicity
of general order channel is given below:

where is defined in a similar way as in (19.23).

5. DECISION BY BISECTION METHOD
Assuming the channel is monotonic, it is not necessary to find the ex-

act root of (19.7). Instead we need only find in which quantizer decision
interval the root lies. The estimate is simply the midpoint of that de-
cision interval. The method is based on the bisection algorithm in which
we determine if a function changes sign over some interval and, if so, de-
duce that the interval must contain the root. We evaluate the function
at the interval’s midpoint and examine its sign. Using the midpoint,
we replace whichever limit has the same sign. After each iteration the
bounds containing the root decrease by a factor of two. Therefore, the
method only requires where is the level of constellation
evaluations of the polynomial and so multiplications for
an Nth order channel polynomial. So, given the order of channel and
the constellation, this method offers the advantage of knowing the exact
number of operation needed to make a decision. We use a modification
of the standard bisection algorithm for which (19.7) is only ever evalu-
ated at the decision boundaries. Here we apply the algorithm to m-PAM
input symbol set. However, it can be extended to m-QAM input symbol
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using the bisection method in the complex plane [9]. The decision by
bisection algorithm is summarised below.

Bisection algorithm:

1

2

3

4

5

6

if then if else
quit

Initialise

if then else

Set

Repeat from step 3 until

quit.

where denotes the smallest integer larger that

The following illustrates the difference in CPU time usage between the
root method by Redfern and Zhou and the proposed decision by bisection
method. We use a third order Volterra system with the kernels as in
[7], i.e.,

where M is a scalar that alters the
severity of the nonlinearity. We also define signal-to-noise ratio (SNR) in
dB and the nonlinear-to-linear ratio (NLR), given by (19.31) and (19.32)
respectively, as in [7].

and

where is the output of the Volterra system.
The average CPU times associated with carrying out the root method

and bisection method are shown in Figure 19-5. They were obtained by
programming in Matlab in which the root finding algorithm is an inter-
nal function based on an eigenvalue method. In order to compare the
root method’s CPU time usage with the bisection method, the bisection
method was also programmed in C and was called from within matlab.
100,000 data samples were used at each level of constellation to generate
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Figure 19-5. Average cpu time versus level) for the third order
channel with NLR = .09 and SNR = 20.

Figure 19-6. Probability of error versus SNR for the third order channel with
NLR = 0.09
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average CPU time usage. A NLR of 0.09 was chosen to ensure the chan-
nel polynomial satisfied monotonicity condition, allowing the bisection
method to be applied. Figure 19-6 shows that the same probability of
error was obtained for both methods at all SNR’s. Figure 19-5 com-
pares the time taken to extract a polynomial root by the root method
with the time taken to compute the full decision of the bisection method.
We see that the bisection method is computationally more efficient than
the root method, by approximately a factor of 7, even without including
the root method’s time for searching through the set of symbols. The
complexity of the decision by bisection is

6. CONCLUSION
For decision feedback equalisation of nonlinear channels the root find-

ing approach eliminates the need for a tentative decision and provides
a significant improvement in the probability of error. The root finding
method approach calculates all possible roots of the channel polynomial
and then determines the correct root based on a minimum distance to a
symbol criterion. In this paper we showed that under the condition that
a nonlinear channel is monotonic over the symbol region, the output
symbol of a Volterra based decision feedback equaliser can be chosen
correctly and efficiently by prior selection of a root of the channel poly-
nomial, rather than finding all roots. The conditions for channel mono-
tonicity were given. We also proposed an efficient method of Volterra
decision feedback equalisation based on a modified form of the bisection
algorithm which follows from the channel monotonicity. It is shown that
the bisection method gives a significant improvement in computational
complexity over a range of constellation levels, while giving equivalent
probability of error performance for all SNR levels. Further work, to be
published in the future, involves the symbol substitution method, includ-
ing a probability of error analysis, simulation results and comparisons.
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A WIDEBAND FPGA-BASED DIGITAL DSSS
MODEM

Kevin Harman, Adrian Caldow, Cindy Potter, Jon Arnold and Gareth Parker
Defence Science and Technology Organisation, Australia

Abstract: Direct sequence spread spectrum (DSSS) modulation has particular merit for
channels subject to multipath propagation and narrowband interference. If the
receiver is implemented in firmware on a field-programmable gate array
(FPGA)-based platform, the high-speed parallel architecture of FPGAs can be
exploited to realise sophisticated processing of wide bandwidth DSSS signals.
This chapter discusses a wideband, burst-mode, 100 Mchip per second (100
Mcps) DSSS demodulator with an asynchronous feed-forward architecture that
has been hosted on an FPGA-based digital receiver. The measured
performance of this architecture is given and compared with that predicted via
simulation and theory. Also discussed is the implementation of a frequency
domain adaptive filter for interference suppression via narrowband excision
and the FPGA design issues related to it.

Key words: Direct Sequence Spread Spectrum, Field Programmable Gate Array,
asynchronous feed-forward, interpolation, noncoherent despreading,
noncoherent demodulation, burst communications, interference suppression,
DFT, FFT, filterbank.

1. INTRODUCTION

Direct sequence spread spectrum (DSSS) is a modulation technique in
which a message signal is spread over a bandwidth that is typically much
greater than that required for reliable communications. This frequency
diversity provides resistance to channel defects such a multipath propagation
and narrowband interference, while providing a relatively inconspicuous
transmitted power spectrum which offers little degradation to co-channel
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users. Additional robustness to narrow band interference, flat fading and fast
fading can be achieved by incorporating interference mitigation, RAKE
diversity combining and error control coding, respectively [1].

This chapter discusses a DSSS receiver that has been implemented in
Field Programmable Gate Array (FPGA) logic. The primary driver for
adopting an FPGA solution was to extend (in real time) the flexibility and
sophistication of digital signal processing into the very wideband domain in
which DSSS is most advantageous. It was also important to develop a
modular, reconfigurable receiver platform, in which the complexity of the
realised DSSS demodulator is scalable with the capabilities of the FPGA
technology of the day. For example, DSSS lends itself to a modular solution
in which a core demodulator is reusable; as one channel of a larger RAKE
receiver, or used in conjunction with interference mitigation or error control
coding. Other reasons for the FPGA approach include an ability to achieve a
degree of platform independence and security of the firmware algorithms.

Consistent with FPGA capabilities at the conception of this project, the
receiver discussed herein was initially specified to provide simplex
communications at data rates ranging from 100 kbits/sec up to 4 Mbits/s. To
ensure that the DSSS communications has minimal impact on other in-band
communications, a minimum spreading factor of 10 (a processing gain of
10dB) was required. The resulting 100 Mchip/sec (Mcps) bandwidth
provides some margin at 4Mbit/s, and a spreading factor of up to 1000
(30dB) at the lower data rate. These rates fully extended the FPGAs used to
implement the first generation platform. The 4 Mbits/s data rate severely
limits the spreading gains achievable, so to further reduce the impact on
other communications, a burst mode of operation was required. This requires
rapid acquisition for chip timing and as a consequence, an asynchronous
feedforward architecture (AFF) forms the core of this receiver, avoiding the
acquisition delays that would be present, particularly with very low chip
SNR, in a closed-loop sampling architecture. Noncoherent demodulation
was chosen for a similar reason.

At commencement of the receiver design, the available FPGA technology
would only permit the implementation of this core functionality. However,
as illustrated in Fig. 20-1, there is a steady growth in FPGA capacity, which
accelerated rapidly in the period 1996 to 2004. It is also noteworthy that in
addition to this increase, other advances are being made in FPGA
technology, such as the incorporation of arithmetic and dedicated
microprocessor functions. In order to best use any particular technology, a
design needs to take into consideration such features, in addition to more
general aspects of FPGA architectures such as a suitability to parallel
processing and fixed point, finite precision arithmetic.
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Figure 20-1. The growth trend in Altera FPGA capacity

Although it was realised that only core functionality could be achieved in
the initial receiver design, it was also anticipated that additional features
could be incorporated in the near future. Environmental surveys revealed
that although multipath effects would degrade the DSSS communications,
interference from multiple narrowband cochannel users could pose a greater
threat to reliable DSSS performance. Consequently, the receiver has now
incorporated a processing function to mitigate these affects.

In the remainder of this chapter, the discussion on the FPGA design of
the receiver is expanded. In Section 2, the design issues associated with the
core DSSS function are elaborated and the corresponding performance of the
receiver under field trials is detailed. Section 3 discusses how the narrow
band interference reduction function has been achieved using a discrete
Fourier transform (DFT) filterbank, with interesting design aspects of the
filterbank being the focus. The chapter is summarised in Section 4, which
also outlines future work.

2. THE DSSS DEMODULATOR

The DSSS demodulator is the critical entity of the modular FPGA based
receiver. In a stand-alone configuration it recovers the message signal from
the received signal without any pre- or post-processing, and provides a
certain bit error rate (BER) characteristic and maximum bandwidth (FPGA
throughput) at a corresponding cost in FPGA resources. Thus it also
establishes performance baselines and FPGA usage constraints for the
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modular scenario that encompasses interference mitigation, RAKE
combining and error control coding.

The signal processing elements required in a DSSS demodulator are well
known [2], and include spreading code acquisition, tracking and
despreading, followed by conventional demodulation of the underlying data.
Less obvious is the appropriate architecture for each function, which
depends on the target application.

As outlined in Section 1, this application demands real-time firmware
based digital processing of a burst, wideband signal. From the conception of
the project the transmitter was planned to be a low-cost, low-power, portable
device, with the implication that frequency stability may be poor. These
constraints make architecture selection challenging. FPGA throughput,
which is limited by both the technology clock rate and the extent to which
design parallelism is supportable, is challenged by the high sample rate
implicit in wideband signal digitisation and by the need for sufficient
oversampling (to support a particular performance) in the processing stages.
Accurate carrier recovery is challenged by the low operating signal to noise
ratio (SNR), poor carrier stability, severe multipath in the channel and low
quality transmitter oscillators. Similarly, rapid chip timing recovery, required
for burst signalling, is challenged by low SNR and poor clock stability.

2.1 The wideband AFF Architecture

An architecture which addresses these issues [3,4] is presented in Fig. 20-
2. Here, the quadrature received signal is minimum (twice) oversampled to
reduce throughput; the correlative detectors for spreading code acquisition,
tracking and despreading are all noncoherent, permitting operation in the
presence of frequency error; the chip timing is recovered with an
asynchronous feed-forward (AFF) interpolation and tracking circuit, which
adds only chip-scale latency to the timing recovery; and the underlying data
modulation is differential QPSK (DQPSK), which permits noncoherent
demodulation. To maximise the transmitted data rate, the modulation is
unbalanced or dual-channel [2], whereby each of the in-phase and quadrature
(I and Q) channels carry separate data, as well as different spreading codes.

Referring to Fig. 20-2, the signal processing commences with minimum
oversampling of the chip-rate signal at baseband. To ease the throughput
burden on the FPGAs, the sampled data may be taken in time-interleaved
parallel streams, provided suitable parallel architectures exist for the
subsequent processes.

Chip-matched filtering follows, and has the intention of maximising the
SNR at the input to subsequent stages (any timing error from the AFF
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approach will reduce the effectiveness of this matching, as noted in Section
2.3.1). FIR filters with a parallel, multiplierless design were used. This
maximises throughput at the expense of utilisation, although the
multiplierless approach is both rate and resource efficient.

Interpolators increase the effective sample rate from two to four samples
per chip. The intention is to provide sampled data with sufficient timing
resolution that no further timing adjustments are required for acceptable
performance from the remaining signal processing. Detailed simulations
indicated that four samples per chip linear interpolation was the optimal
compromise between complexity and performance [5] (higher order
interpolators were analysed but added little to tracking performance).

Spreading code acquisition is achieved using a noncoherent (envelope-
detecting) parallel acquisition strategy [6,7]. To minimise acquisition time in
support of burst signalling, the correlation length (which is restricted by
FPGA capacity) is maximised via register-level design optimisation and
placement, and two timing phases separated by ½-chip are tested
simultaneously [6].

Tracking follows acquisition and performs both coarse (integral chip
period) and fine (¼-chip period) timing adjustments to compensate for the
asynchronous chip clocks on the l ink and maintain optimal sample selection
at the output of the interpolator. An early-late gate delay-lock loop (ELDLL)
approach is taken [2], but in the AFF architecture the loop decisions
unconventionally drive sample (interpolator) state and code phase selection,
rather than sample clock phase as in a conventional PLL. Again, the tracking
loop uses noncoherent correlators, allowing tracking in the presence of
frequency error.

Valid tracking ensures that the best sample instant to within ¼-chip
resolution is known. With this synchronisation, the interpolator produces
chip spaced complex samples u(n) which are then despread to recover the
underlying DQPSK symbols. To achieve this noncoherently a novel
despreading scheme was proposed in which the symbol, is despread
according to:

where and are the I and Q spreading sequences,                         is
the correlation length (processing gain) and and are the chip and
symbol rates respectively. The performance of this noncoherent despreading
method is further discussed in Section 2.3.
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Symbol demodulation is then achieved using conventional DQPSK
techniques [8], which partially mitigate the uncompensated frequency error.
A multiplierless CORDIC rectangular-to-polar converter [9] first converts
the despread symbols to polar form. This simplifies the angle difference
calculation performed by the differential detector to de-rotate the
constellation. Then hard decisions are made on the de-rotated symbols. This
processing chain adds only pipelining latency to the throughput and so has
no ultimate effect on packet overhead during burst transmissions. However,
it must be noted that this architecture supports the generic case of an
arbitrary number of chips per symbol in the DSSS modulation, not the
common case of one pseudo random binary sequence (PRBS) iteration per
symbol with the implication that a long, noise-like PRBS can be used at any
data rate, and the data rate can be adjusted independently of the spreading
codes. Lacking synchronisation between the symbols and the spreading
codes, symbol timing must be determined and tracked with a symbol timing
recovery (STR) loop, and the lock time of this loop constitutes an overhead
per burst packet (see Section 2.3.3).

2.2 Analysis of the noncoherent despreader

Attempted despreading by separately correlating the I and Q components
of u(n) with the corresponding spreading sequence, as would be done for
coherent DSSS communications [2], is inappropriate for this noncoherent
receiver. Moreover, the techniques of Viterbi [7], which consider
noncoherent, but balanced QPSK. (where the same data modulates both I and
Q channels) are also unsuitable.

In equation (20.1), u(n) is correlated against both I and Q spreading
sequences and it can be shown [10,11] that this gives rise to a signal which,
after differential detection, has a mean that is close to the transmitted
message symbol (although there is a rotation and slight attenuation that
depend on the residual frequency error). The resultant additive noise
component comprises both a random part related to the noise at the receiver
input (this is double that which would be present in a coherent receiver, due
to the correlation against both I and Q sequences) and also a deterministic
part that is a consequence of the nonzero partial correlation between I and Q
spreading sequences.

Fig. 20-3 illustrates this deterministic contribution to the noise on the
despread, differentially detected symbols, for the case where there is no
received random noise. The figure shows an overlay of the scatter plots for a
residual frequency error increasing from 0 Hz to 100 kHz, all with 50 MHz
chip rate and 500 kHz symbol rate. It can be observed that for zero
frequency error, the partial correlations give rise to a purely radial
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distribution, but as frequency error increases, an angular dispersion is
introduced.

Figure 20-3. Scatter plot for differential detection with Rch = 50 MHz, Rsym = 500 kHz and
frequency error equal to 0, 10 and 100 kHz

2.2.1 SNR of the noncoherent despreading

The losses associated with the noncoherent despreader are quantified in
an earlier paper [10], which analyses the SNR of the demodulated signal.
The differentially detected symbol SNR is plotted against the chip rate SNR
in Fig. 20-4. The three curves show the effect of increasing the correlation
length from N = 50 (lower curve) to N = 2000 (upper curve) and the
performance of a coherent demodulator is shown by the dashed line.

The results in Fig. 20-4 clearly show that at low chip SNR there is a loss
of approximately 5.3 dB compared to coherent demodulation. This loss is
attributed to differential detection (2.3 dB) and the doubling of the random
(receiver input-derived) noise variance (3dB). At low chip SNR, the partial
correlations have negligible impact. At higher chip SNR (> 0dB), the partial
cross-correlation terms become more dominant than the random noise
resulting in the asymptotic behaviour shown. This suggests that the
implementation penalty of the noncoherent despreader is potentially very
large at high chip SNR.
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Figure 20-4. Differentially detected symbol SNR versus chip SNR for zero frequency error
and with N increasing from 50 (lower) to 100 (middle) and 2000 chips/symbol (upper).

Crosses indicate simulation results and the dashed trace is coherent demodulation for N=100

2.2.2 BER performance of the noncoherent despreading

Although SNR provides a convenient measure of signal degradation due
to the noncoherent despreader, it does not readily translate into bit errors in
this instance, as the noise is not circularly distributed and the component due
to the non-zero partial-correlations is deterministic [10]. Whilst this
deterministic component has an approximate Gaussian distribution, the tails
are truncated, eliminating the infrequent but potentially large errors
associated with a true Gaussian distribution.

The noise distribution for the noncoherent despreader has been analysed
[11], leading to the BER model which has been used to generate Fig. 20-5.
The solid trace shows the modelled performance for N = 50 (2Mbit/sec) and
N = 500 (200kbit/sec) chips/symbol. (The discrepancy between the BER
predicted using both techniques at 200 kbit/sec is due to contrasting
methods [10,11] for modelling the effect of differential detection.) The
dashed trace shows the BER performance that arises from a conventional
mapping of symbol rate SNR using the Q function. It is clear that although
noncoherent despreading using equation (20.1) has a limiting effect on the
differentially detected symbol SNR, this does not proportionally limit the
BER performance.
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Figure 20-5. BER performance for the model (solid) and computed from the symbol rate SNR
(dashed), with 50MHz chip rate.

2.3 Demodulator performance

In the test case, the chip rate was 50Mchip/s 1; the underlying data rate
was 200kbps or 2Mbps, DQPSK encoded; the spreading sequences were
order m-sequences; 8-bit analogue-to-digital converters (ADCs) sampling at
100Msamples/s were used for digitisation; the FIR filters were 17-taps long,
with 8-bit input, 18-bit internal, and 8-bit output precision; the complex
acquisition correlators were 512-chips long; the CORDIC provided a six-
stage rotation; and symbols were represented with 16-bit magnitude and 8-
bit angle precision.

The signal processing card for the first generation platform was a 6U
CompactPCI slave card with a 32-bit, 33MHz PCI interface, and a fixed
FPGA array containing six Altera FLEX10K devices. Three of these were
EPF10K100ARC240-1 devices, and the other three were
EPF10K200SRC240-1 devices, providing a total of 45,000 logic elements.
Average utilisation was 75%. In contrast, the second generation platform has
a 3U extended-PCI motherboard that supports a 64-bit, 66MHz PCI
interface, and has three high-density daughter-board sites for FPGA (or

Firmware place and route for 100Mcps operation is feasible but non-trivial with the first
generation platform. Accordingly, testing was completed at 50Mcps, but with the

knowledge that the architecture is fully rate scalable.

1
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other) modules. A single module with an Altera Stratix EP1S80 device
provides 79,000 logic elements, which would be just 41% utilised with the
DSSS demodulator functionality.

2.3.1 BER Performance in an AWGN Channel

The performance measure is BER versus symbol SNR, and losses are
identified with respect to the BER curve of ideal DQPSK with no forward
error correction. Chip SNR was the controlled parameter, with symbol SNR
calculated using the expected processing gain at each data rate.
Consequently measured losses incorporate any contributions due to the AFF
architecture.

Fig. 20-6. shows the measured BER performance. The demodulator is
seen to operate typically within a 6dB loss bound, diverging at higher SNR.
As described in Section 2.2, a 3dB component of the loss is due to the
noncoherent despreading approach. Other components [4] result from
calibration (0.5dB), the interpolated AFF approach (0.5 to 1.5dB), and the
effect of finite (¼ -chip) timing accuracy, which reduces the effectiveness of
the matched filtering, and increasingly so with increasing SNR.

Figure 20-6. BER performance in AWGN
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2.3.2 Robustness to multipath and interference

The wideband DSSS modulation method was intended to provide
resilience to multipath and interferers in the urban channel scenario.
Consider two examples encountered during wireless testing of the
implemented test case. The first is illustrated in Fig. 20-7. This is a plot of
the double-sided power spectral density of the received signal after
downconversion to baseband. The vertical axis is in ‘dB’, and the horizontal
axis spans the full DSSS main-lobe bandwidth of –50MHz to +50MHz. This
snapshot was taken at an operating point of 0dB chip SNR over a 200m line-
of-sight path. The salient features here are the main lobe of the desired DSSS
signal, seen with relatively low power level, and the broad jammer (an
undesired microwave data link) centred 13MHz below centre and some 6dB
above the peak of the desired signal. In the presence of this jammer, the BER
performance of the receiver at 2Mbps experienced a degradation of 2dB
relative to the result of Fig. 20-6, which shows that the link remained robust
despite the undesired signal. In contrast, a narrowband link, with similar
power, at the jammed frequency would more likely be inoperable.

A second scenario is given in Fig. 20-8. This spectral plot (having the
same format as Fig. 20-7) shows severe multipath fading in a difficult urban
channel comprising both intra-building and inter-building paths over a 100m
range. The link BER was 3.2x 10-3 at a 27dB (symbol) SNR operating point,
which is quite consistent with the theoretical flat Rayleigh fading limit [2],
taking into account the known demodulator losses.

Figure 20-7. Received signal spectrum showing narrowband interference
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2.3.3 Burst capability

The primary performance measure for the utility of the receiver operating
in a burst mode is the time taken for valid demodulation after the start of
each packet. With the given architecture this is a function of both chip
acquisition time and symbol timing loop lock time. At the instant of
acquisition the sampled data is valid within a ½-chip timing error, which is
adequate for demodulation at a degraded BER. Within one or two chip
tracking loop dwells (typically less than one symbol), this error will be

Figure 20-8. Received signal spectrum showing multipath in an urban channel

reduced to the expected ¼-chip margin and hence sample quality is
effectively sufficient immediately after acquisition. Despreading and
demodulation of these samples commences coincident with acquisition,
however the recovered data will not be valid until symbol timing has been
recovered. The STR loop operates in parallel with the despreading, and will
provide a valid symbol clock within a lock time that is dependant on its loop
settings and the current operating point. Thus the two significant contributors
to output delay are acquisition time and STR lock time

Statistics of for parallel correlator structures are well understood [6].
Measurement of mean for the 2Mbps case over the normal SNR
operating range established that is achievable [4]. Preliminary
measurements of above 17dB symbol SNR suggest that the lock period
is of the order of 200us (i.e. hundreds of symbols) at 2Mbps. Thus a total
delay of the order of 2ms would be a conservative estimate for the expected
operating range. If packet overhead (content loss) of 1% was tolerable, this
suggests that a packet duration as small as 200ms is feasible.
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2.4 A coherent demodulation approach

Differential detection as a means of mitigating residual frequency error is
appropriate for the burst context in which further frequency correction is
likely to be too slow. The known penalty of this approach is 2.3dB for the
DQPSK case [8].

An alternative with negligible firmware resource penalty is to employ a
non-data-aided feedforward (NDAFF) carrier recovery scheme, such as
those described by Classen et al [12] and Fitz [13]. Differential encoding and
decoding can still be used, alleviating the need to establish an absolute phase
reference, but the difference operation can be deferred until symbol
decoding, allowing the 2.3dB loss to be recovered. In this approach, first
frequency error and then residual phase error are separately estimated and
compensated, with the quality of synchronisation dependant on the estimate
variances. If averaging periods for acceptable variance are too long, this
approach may not be suitable for the burst context.

An implementation with NDAFF synchronisation yielded a 2dB
improvement when the estimate for the (slowly varying) frequency error was
computed with an averaging period of the order of 1000 symbols, and that
for the (rapidly varying) phase was computed over the order of 10 symbols.
This solution, which required only 800 additional logic elements compared
to the differentially coherent approach and fit easily on the first generation
platform, highlights a key benefit of the FPGA-based receiver - the signal
processing may be adapted for optimal performance without having to
change any hardware.

3. INTERFERENCE SUPPRESSION

DSSS possesses a natural resistance to narrowband interference, since the
correlation performed in the despreading process has the effect of spreading
the energy of a narrow band interferer over the DSSS bandwidth. For large
interferers, additional processing may be necessary to avoid significant
degradation to the signal of interest (SOI). Interference excision [14,15] is a
crude but effective technique that has the effect of notch filtering those
frequency components that are contaminated by the interference. An
effective method of implementing interference excision is to channelise the
received signal into partially overlapping frequency bands using a DFT
filterbank analyser [16]. Frequency channels identified as containing
interference, usually via a comparison against a threshold, have their
magnitude set to zero. Channel recombination using a filterbank synthesiser
follows.
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Computationally efficient algorithms for software implementation of a
DFT filterbank exist [16] and rely heavily on multirate filtering concepts and
fast Fourier transforms (FFTs). The same algorithms can be used as the
basis for FPGA implementation, with modifications incorporated to best
exploit the FPGA functionality; software DSP solutions are likely to be
largely serial in nature and FPGA devices are predominantly logic, providing
intrinsically parallel operations.

It should also be emphasised that incorporation of a DFT filterbank at the
front end of the digital processing section has other benefits in addition to
facilitating interference excision; more elaborate methods of mitigating
interference are possible [17] and frequency domain equalisation can be
incorporated to either complement or replace Rake processing.

3.1 Firmware Filterbank Development

A filterbank configured as a frequency domain adaptive filter is shown in
Fig. 20-9. If the filterbank analyser channels are equally weighted, the
synthesiser output will ideally be a time-delayed version of the input signal
[16]. The filterbank is then said to exhibit ‘perfect reconstruction’ [18].
Excision of interference within the channel can be achieved by setting the
weight With an input sampling frequency at time the

analyser output channel, centred at is expressed as

The synthesiser output is given by

where K is the total number of channels, M is the decimation factor and
is a ‘twiddle factor’. h(n) and f(n) are the impulse responses of

length RK prototype analyzer and synthesiser filters, where R is a real
number that is chosen to achieve a specified prototype filter response. Using
(20.2) and (20.3), it can be easily shown [16] that the analyser and
synthesiser can be implemented using a combination of multirate processing
and FFTs. Two common algorithms are the Weighted-Overlap Add and
polyphase techniques [16]. The latter approach is well suited to hardware or
firmware implementation.
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The form of a K channel polyphase filterbank analyser is shown in Figure
10. This structure includes a clockwise commutator to distribute the input
data samples at rate Hz to the K polyphase filters. There are M such
unique filters, each derived from a different decimation of the prototype
filter h(n) [19].

Figure 20-9. A filterbank configured as a frequency domain adaptive filter.

According to equation (20.2), a new vector of analyser output data,
is calculated every M input samples. Implied in this

processing is an I times upsampling, which can be achieved by the insertion
of (I-1) zeros between consecutive channel samples. For every Mth input
sample a DFT (computed using an FFT for computational efficiency) is
performed on the available data. Similar, but dual processing is performed
in the synthesiser.

A direct implementation [19] of an 8 channel filterbank in FPGA would
provide very limited capability and require approximately 63,000 logic
elements and 256 real multiplier blocks. The target FPGA is an Altera
EP1S80 Stratix device, with 79,000 logic elements and 176 (9bit) DSP
blocks. A specification that would facilitate more meaningful interference
mitigation would include K=128 channels and clearly, to achieve this with
the target FPGA device, a more novel implementation is required. The main
issues addressed in the FPGA implementation of the filterbank concerned
trading off hardware resource usage, number of channels, maximum
allowable sampling rate and fixed point numerical precision.
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Figure 20-10. Polyphase filterbank analyser.

3.1.1 Numerical Precision

The numerical precision associated with each operation in the filterbank
affects the degree to which the back-to-back analyser/synthesiser
combination approximates perfect reconstruction. Polyphase filter, FFT
twiddle factor weights and input, output and internal data all require
truncation to a particular numerical precision. In order to achieve a target
precision for the synthesiser output, a careful design of each stage needs to
be undertaken. It was found through simulation that the precision of the
polyphase filter coefficients has considerable impact on the reconstructed
signal quality. For good accuracy, truncation should only be applied to the
polyphase filter outputs, with full precision maintained in the internal
arithmetic operations. In contrast, it was found that for the FFT process, N
bit precision can be maintained by truncating the output of each butterfly
stage to N bits. This results in a resource efficient design, with a modularity
that also achieves design simplicity.

3.1.2 Vector arithmetic

Many vector operations can be efficiently implemented using either
parallel processing or resource re-use. Parallel processing requires the
presence of a dedicated resource for each vector element and can facilitate
processing at a clock speed less than the input data rate. Resource reuse
reduces the hardware resource requirements, but requires processing to be
performed at greater than the input data rate. A combination of these two
schemes can be used to yield an architecture which allows physical resource
requirements to be traded off against processing speed. The target 128
channel filterbank was achieved using a combination of parallel processing
and hardware re-use; parallel processing alone was found to be insufficient.
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In the analyser, the input data is oversampled by a factor I = K/M and a
new vector of analyser output data is generated every M input data samples.
An explicit implementation would use zero padding of the input data, which
would be computationally wasteful. Alternatively, this zero insertion can be
achieved implicitly by merging the I sets of M unique polyphase filters into a
single set of M, length RI shift registers and K accumulators. This approach
achieves an efficient design by reducing both resource redundancy and
latency. That is, the utilisation of each hardware resource is maximised.
Similar techniques were used in the synthesiser.

3.1.3 FFT Implementation

In the K point FFT and inverse FFT operations that are performed every
M input data samples, hardware re-use (for example, the techniques of Mirza
[20]) enables the number of butterfly operations to be reduced from K/2 per
FFT stage to I. Operations within each butterfly are executed at the
maximum system sampling rate and data buffering is incorporated between
consecutive FFT and inverse FFT stages. With this approach and utilizing
unity stage one-twiddle factors, the resource requirements of the FFT are
reduced by order M compared with a brute force implementation.

3.1.4 Overall Complexity

To best implement the filterbank in FPGA logic, the specific architecture
of the device needs to be considered and exploited. In this particular case,
the Stratix EP1S80 contains 176 dedicated 9 bit DSP blocks. As much
multiplication as possible should be targeted to these dedicated blocks, as an
alternative logic implementation would consume considerable resources.
Employing the design techniques discussed in sections 3.1.1 to 3.1.3 leads to
a filterbank implementation with overall system resource requirements
incorporating real multiplier and real
adder functional blocks. It can be shown [19] that it is possible to execute all
multiplications using the available DSP blocks, provided a maximum 9 bit
precision is used for all multiplier parameters. This results in a performance
compromise that limits the reconstruction accuracy of a back-to-back
analyser-synthesiser combination to a –34dB error. This should nevertheless
prove satisfactory for the DSSS interference mitigation application. The final
implementation of the 128 channel filterbank on the target FPGA device
resulted in a resource usage of approximately 61,000 logic elements, 124
9bit DSP blocks, and approximately 38k RAM. Simulations confirm a
sustained processing rate of 90 MHz; further optimisation is required to
achieve the systems 100 MHz throughput.
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4. SUMMARY

This chapter has provided a brief overview of the successful development
of a reconfigurable FPGA-based DSSS receiver platform. As a result of this
development, several key results were established.

An architecture for FPGA-based processing of very wideband, burst
DSSS signals was presented and shown to offer performance within 6dB of
ideal in an AWGN channel. The measured performance degradation can be
attributed to limitations imposed on the system architecture for compatibility
with burst signalling.

The feasibility and utility of FPGA-based receiver platforms was
reinforced, with the given architecture being successfully implemented on an
FPGA-based signal processing platform, and the signal processing shown to
be versatile. Versatility was achievable by accommodating algorithmic
changes without platform penalty, and through modular expansion consistent
with FPGA technology trends.

One such modular expansion, which would offer robustness to a DSSS
link in the presence of narrowband interference, was an interference excision
front-end. A DFT filterbank approach to interference suppression was shown
to be challenging but feasible for FPGA-based platforms in 2004, requiring
careful design of the architecture and careful control of numeric precision.

In the future, this receiver system will exploit the growing density of
FPGA devices to realise a highly robust link with the receiver comprised of a
wideband RAKE DSSS demodulator with a high resolution filterbank front-
end and the incorporation of powerful error-correcting codes. The FPGA-
based signal processing platforms will continue to serve as tools for
algorithm research and development.
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Abstract:

Key words:

We review the development of thin, broadband, E-shaped microstrip patch
antennas for high-speed (IEEE 802.11a) wireless communication systems
operating in the 5.0 – 6.0 GHz frequency range. These antennas may be used
in low-profile wireless communication devices such as wireless network
adaptor cards in the PCMCIA (also known as PC or Cardbus) format.
Importantly, most of these antennas have a height that can be accommodated
inside a wireless device as thin as 5mm thickness. Two different twin antenna
configurations are also been discussed. The first configuration has two closely
spaced similar antennas that can be independently used for transmitting and
receiving. It can also be used for space diversity. The second is a diversity
antenna pair that provides both polarization and space diversity. In all cases,
the reflection at the antenna input is < –10 dB within the two IEEE 802.11a
bands (i.e. 5.15 – 5.35 GHz and 5.725 – 5.825 GHz) and the isolation between
the two antennas is > 20 dB in the same frequency bands.

Microstrip antenna, WLAN, Wireless communication, Diversity, Array,
PCMCIA, IEEE 802.11, Patch antenna, Broadband antenna, PC, Cardbus,
Low-profile

1. INTRODUCTION

There is an increasing demand for wireless communication systems such
as wireless local area networks (WLAN) and short-range wireless
communications, supported by an expanding suite of standards, e.g. IEEE
802.11, HIPERLAN and Bluetooth. This demand has attracted significant
interest in antenna designs that are preferable for such wireless
communication systems. Many novel antenna structures have been proposed
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for this purpose, and they operate in single or multiple bands [1-5]. Among
them, microstrip patch and printed antennas have seen the natural favorites.
They have inherent advantages of low profile, less weight, low cost, and ease
of integration. Although early implementations of microstrip antennas
suffered from small bandwidth, many techniques have been proposed
recently [1,2] to improve their bandwidth. Two such techniques are the use
of a thick substrate and slots cut strategically in the metallic patch. The
probe-fed U-slot patch antenna [1] and its improved version, the E-shaped
patch antenna [2], can be designed to provide a very good bandwidth.

Although the first generation wireless systems (e.g. IEEE 802.11b) were
relatively slow compared with wired counterparts, latest wireless network
standards provide a much faster bit rate with wireless convenience. In
particular, wireless systems operating in the 5-6 GHz bands (e.g. IEEE
802.11a) have the ability to provide high-speed connectivity (> 50 Mb/s) in
high-density environments. Although some current IEEE 802.11a systems
operate only in the 5.15-5.35 GHz band, advanced implementations are
emerging that make use of both the 5.725-5.825 GHz band and the 5.15-5.35
GHz band. Due to the availability of a wider frequency bandwidth and many
more channels, such 802.11a systems are expected to provide superior
robustness and bit error rate than 2.45 GHz systems (e.g. 802.11b, 802.11g)
when used in busy environments where multiple wireless hot-spots may be
operating concurrently.

In this chapter, E-shaped patch antennas are reviewed for use in low-
profile wireless communication devices (e.g. PCMCIA wireless network
adaptor cards) that operate in the 5-6 GHz frequency range. In particular, we
consider devices as thin as 5mm. We outline the theory of the E-shaped
patch antenna in the Section II. In the same section, we discuss a low-profile
E-shaped patch antenna design on a small ground plane, which is suitable for
compact, very thin communication devices. A design of a pair of E-shaped
patches, for space diversity or for independent transmission and reception, is
described in Section III. A more advanced diversity antenna, composed of
two orthogonal E-shaped patch antennas for space and polarization diversity,
is presented in Section IV and our conclusions are given in Section V.

2. SINGLE E-SHAPED PATCH ANTENNA

The general configuration of a probe-fed symmetrical E-shaped patch
antenna is shown in Fig. 21-1. The patch is fed by a probe, attached to a
coaxial line, through the ground plane. Ideally there is no physical substrate;
the gap between the patch and the ground plane is filled by air. However, a
low-loss foam material may be used to fill this gap, either fully or partly, for
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mechanical stability. The parameters that characterize the antenna are the
patch length and width (L, W), the height of the patch (H), the length of the
middle wing the widths of the three wings and the position of
the coaxial probe

Figure 21-1. Configuration of a probe-fed symmetrical E-shaped patch antenna (from [6], ©
IEEE, reprinted with permission).

This antenna configuration has been previously investigated in [2] and
[3]. The symmetrical E-shaped patch antenna has two resonant frequencies:
the centre wing resonates at a higher frequency and the two side wings
resonate at a lower frequency. Since the target bandwidth of the antenna is
approximately 5-6 GHz (where the return loss should be < -10 dB), the two
resonant frequencies should be selected to be around 5.25 GHz and 5.8 GHz
as a starting point in the design process. The design process begins with the
centre wing. Its resonance frequency, when it is connected to the two side
wings, is much lower than when it is isolated. Hence, it is designed to
resonate at about 6.7-6.9 GHz in isolation. Then the side wings, resonating
around 5.8 GHz, are added. After adjusting the parameters of the antenna
shown in Fig. 21-1, a reasonable design has been obtained with an antenna
height of 5mm (Antenna 1). The predicted bandwidth of this design is much
wider than the required bandwidth, indicating that thinner antennas can be
designed to meet the requirements. Hence, this design process has been
repeated for 4mm (Antenna 2) and 3.5mm (Antenna 3) height antennas. All
designs were initially done using Ansoft Ensemble (SV) software that is very
efficient, but they were tested or fine-tuned later using Ansoft HFSS 8.5
software, which can also model the effect of the finite ground plane. The
parameters of the three antenna designs thus obtained are given in Table 21-
1.

Fig. 21-2 shows the results of input reflection coefficient magnitude,
from initial simulations (Ansoft Ensemble). All three designs, including

the thin 3.5 mm antenna, cover the entire 5-6 GHz frequency band.
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Figure 21-2. Computed input reflection of three E-patch antennas.

To verify the design process, the three antennas have been fabricated and
the return loss has been measured with an HP 8720D network analyzer. The
measured results of are given in Fig. 21-3. It can be seen that the
experimental results agree quite well with the theoretical predictions, and the
–10 dB bandwidth of the 3.5 mm antenna is wider than predicted.

Figure 21-3 Measured input reflection of three E-patch antennas.

The effect of the size of the ground plane on antenna bandwidth has also
been studied. The ground plane sizes considered are (ground
1), (ground 2) and (ground 3). The measured
with different ground planes are shown in Figs. 21-4 to 21-6. The
bandwidths of the three antennas obtained from the measurements and
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software simulations, respectively, are compared in Table 2 for various
ground plane sizes and patch heights. It can be seen that the bandwidth
increases with the height of the patch (H), while the size of the ground plane
has only a little effect on the bandwidth, for the ground plane sizes
considered [3].

Figure 21-4. S11 of Antenna 1 on a 100×100 mm ground plane.

Figure 21-5. S11 of Antenna 2 on ground planes of size 100×100 mm (ground 1), 80×80 mm
(ground 2) and 60×60 mm (ground 3).
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Figure 21-6. S11 of Antenna 3 on ground planes of size 100×100 mm (ground 1), 80×80 mm
(ground 2) and 60×60 mm (ground 3).

Figure 7. Measured and computed input refelection of a symmetrical E-shaped patch on a
54×35 mm ground plane (from [6], © IEEE, reprinted with permission).

Based on the above investigations, a single symmetrical E-shaped patch
antenna suitable for compact wireless communication devices has been
designed. The area of the ground is taken to be to correspond
with a typical antenna extension of a PCMCIA card. The parameters of the
antenna are: L=23.6 mm, W=32.0 mm, H=3.5 mm,
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mm, and T=6.8 mm. The inner and outer
diameters of the coaxial probe are 1.3 mm and 4.1 mm, respectively.

Figure 21-8. The measured radiation patterns of the E-shaped patch antenna: (a) at 5.25 GHz;
(b) at 5.78 GHz (from [6], © IEEE, reprinted with permission).

This design has been achieved with Ansoft HFSS 8.5. The reflection
from the simulation and the measurement is shown in Fig. 21-7. From the
measured results, it is seen that is less than –10 dB in the frequency
range of 4.8-5.9 GHz. The radiation patterns of the E-shaped patch antenna
were measured and Fig. 21-8 shows the measured co-polarization and cross-
polarization radiation patterns in the E and H planes at 5.25 GHz and 5.78
GHz. The half-power-beamwidth in the E plane is 65° at 5.25 GHz and 57.5°
at 5.78 GHz. The H plane beamwidth is 55.5° at 5.25 GHz and 58.5° at 5.78
GHz. The measured gain in the frequency range 5-6 GHz is > 7 dBi and the
measured cross-polarization levels are about 20 dB below the co-polarization
levels.

3.

Sometimes it is desirable to have two antennas on one wireless
communication device. The two antennas may work independently - one for
transmitting and the other for receiving – and avoids the need for a diplexer.
In this case, good mutual coupling isolation is essential between the two
antennas. In other cases, two antennas may used to achieve space and/or
polarization diversity.

An antenna pair suitable for this purpose is shown in Fig. 21-9. It is
composed of two E-shaped patches. They are aligned with the wings parallel

DECOUPLED ANTENNA PAIR
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and each is fed by a coaxial probe. The antennas have the same dimensions
as the antenna described in the previous section, i.e. L=23.1 mm, W=32.0
mm, H=3.5 mm, and
T=6.8 mm. The area of the ground plane is The separation
between the two inputs (coaxial probes) is 35 mm. There is no material
between the patches and ground plane other than the probe but this volume
may be filled by a foam-type material for additional mechanical strength.

Figure 21-9. Decoupled pair of E-shaped patch antennas (from [6], © IEEE, reprinted with
permission).

Figure 21-10. Scattering parameters of the decoupled E-shaped patch antenna pair (from [6],
© IEEE, reprinted with permission).

This design has been tested using Ansoft HFSS 8.5. From the simulations
it is found that good mutual coupling isolation (> 20 dB) could not be
achieved with a standard continuous ground plane. To reduce mutual
coupling, we introduced a slot in the ground, which is located between the
two E-shaped patches, as can be seen in Fig. 21-9. With this slot, the mutual
coupling is reduced significantly. Fig. 21-10 shows the two-port scattering
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parameter magnitudes obtained from the measurements. and give the
return loss at each antenna input and and indicate the mutual coupling
between the two inputs. It can be seen that the input reflection is less than -
10 dB over the frequency range of 5.15-5.95 GHz and the mutual coupling is
also below –20 dB in the same bandwidth. The measured radiation patterns
are plotted in Fig. 21-11. Fig. 21-11 (a) shows the patterns when one antenna
is excited at 5.25 GHz (while the other antenna is simply match terminated)
and Fig. 21-11(b) shows the patterns when the same antenna is excited but at
5.8 GHz. Due to symmetry, similar patterns are expected when the other
antenna is excited. The measured gain is around 7 dBi throughout the
operating bandwidth.

Figure 21-11. Radiation patterns of the decoupled E-shaped patch antenna pair. Antenna 1 is
excited: (a) at 5.25 GHz; (b) at 5.78 GHz (from [6], © IEEE, reprinted with permission).

4. POLARISATION AND SPACE DIVERSITY
ANTENNA

Signal fading due to multi-path interference is common in indoor
environments and these effects can be reduced using antenna diversity
techniques. The three common diversity techniques are space, pattern and
polarization. In order to implement diversity in a wireless communication
device, at least two antennas are required. A switching or signal combining
circuit is also required between the antennas and the transceiver, to switch
automatically between the two antennas or to combine the two signals to
achieve optimum signal. The antenna pair described in the previous section
can provide space diversity as they are separated in space by more than half
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a wavelength apart. However, both antennas in that pair have identical
radiation patterns and polarization characteristics, and hence, they do not
provide any polarization or pattern diversity. Alternatively, an antenna pair
that can provide both space and diversity is shown in Fig. 21-12. This
antenna pair is composed of two E-shaped patch antennas, which are
arranged orthogonal to each other in space. This makes the polarization of
the two antennas different and complementary to each other. The ground
plane area is The distance between the two coaxial probes is 35
mm. There is no substrate or other material between the patches and ground
plane. The two antennas have different dimensions, as shown in Table 21-3.

Figure 21-12. Diversity antenna composed of two orthogonal E-shaped patch antennas (from
[6], © IEEE, reprinted with permission).

The measured scattering parameters of the diversity antenna are shown in
Fig. 21-13. It can be seen that the input reflection at each input and
is less than -10 dB over the frequency range of 5.15-5.95 GHz and the
mutual coupling and is below –20 dB in the same range. Figs. 14
shows the measured radiation patterns of the diversity antenna. Fig. 21-14(a)
shows the patterns when only antenna 1 is excited at 5.25 GHz whereas Fig.
21-14(b) shows those when only antenna 2 is excited at 5.25 GHz. The far-
field components and on XOZ and YOZ planes are plotted in the two
figures. It can be observed that, on XOZ plane, is the main (co-)
polarization of antenna 1 but is the main polarization of antenna 2.
Similar orthogonality can be observed in the patterns on YOZ plane from the
two antennas. In other words, the two antennas have complementary
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polarizations. The measured gain in the 5-6 GHz frequency range is about 7
dBi.

Figure 21-13. Scattering parameters of the diversity antenna pair (from [6], © IEEE, reprinted
with permission).

Figure 21-14. Radiation patterns when one antenna in the pair is excited at 5.25 GHz: (a) Port
1 is excited; (b) Port 2 is excited (from [6], © IEEE, reprinted with permission).

5. CONCLUSIONS

We have reviewed theoretical and experimental results of several broadband
E-shaped patch antennas and diversity arrays, which are suitable for
compact, thin wireless communication devices operating in the 5-6 GHz
frequency range. Simulations and experiments indicate that the height of the
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patch affects the bandwidth of an E-shaped patch antenna. However, our
results clearly demonstrates that the antenna does not need to be thicker than
3.5 mm, in order to achieve good performance over both IEEE 802.11a
band. In addition, two different arrays of E-shaped patch antennas were
described, one providing space diversity and the other giving both space and
polarization diversity. Experiments show that these antennas have a return
loss > 10 dB in the two IEEE 802.11a wireless bands, i.e. 5.15-5.35 GHz and
5.725-5.825 GHz. In the case of two arrays, the isolation between the two
antennas is > 20 dB in these frequency bands. In general this means that the
correlation coefficient between the two antennas is very small. It also
suggests that the two antennas may be used as independent transmitting and
receiving antennas if necessary.
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